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## Chapter 1

## Introduction

In mathematics, the term "factorization" often refers to a decomposition of integers into a product of primes. Factorization of integers is assumed to be a difficult problem, since no efficient algorithm has been found to date. The complexity of factorization is the security basis for many public-key cryptosystems. The most prominent representative of this class is certainly the RSA public-key cryptosystem, which is used in many modern security protocols.

More generally, factorization represents the decomposition of an object (e.g. a number, a polynomial, or a matrix) into a product of other objects, called factors. The aim of factoring is usually to reduce something to its "basic building blocks", such as numbers to prime numbers, or polynomials to irreducible polynomials. However, in the case of more complex algebraic objects, it may not be clear what the actual basic building blocks are. While this is certainly true for groups, there exists a notion of group factorization in the literature.

Depending on whether a group $G$ is abelian or non-abelian, two different approaches to defining group factorization have been proposed in the past. When $G$ is abelian, a factorization is considered to be a collection of subsets $\alpha=\left[B_{1}, \ldots, B_{k}\right]$ such that that every element $g \in G$ has a unique representation $g=s_{1} s_{2} \ldots s_{k}$, where $s_{i} \in B_{i}$
for $1 \leq i \leq k$. The subsets $B_{i}$ of $G, 1 \leq i \leq k$, are called the blocks of the factorization. When $G$ is non-abelian, the term factorization has frequently been used for the case where the blocks are subgroups of $G$, even without insisting on uniqueness of the representation of elements. However, in [10] one finds the notion of a logarithmic signature for an arbitrary group $G$, that completely agrees with the meaning of factorization in the abelian case. In this thesis, we use a unified definition of group factorization for both the abelian and non-abelian case. It should be emphasized that the theory of group factorizations is much more developed in the abelian case. To the best of our knowledge, there are just a few papers that treat factorizations of non-abelian groups where the blocks are considered more generally as sets, rather than subgroups (for example [10], [11], [17], [18]). On the other hand, much work has been done when the blocks are subgroups (see for instance [9]).

In the abelian case, another term closely related to factorization is tiling. This indicates the connection of factorization to combinatorics and geometry. Indeed, at the beginning of the twentieth century, Hermann Minkowski gave the following conjecture [12]:

Conjecture 1.1 (Minkowski's Conjecture). Every lattice of a tiling of $\mathbb{R}^{n}$ by unit cubes contains two cubes that meet in an $n-1$ dimensional face.

In 1938, in his PhD thesis, G. Hajós reformulated Minkowski's conjecture in terms of finite abelian groups [6]. That was the beginning of the theory of factorization of abelian groups in the sense it exists now. The fact that every abelian group is isomorphic to a factor group of an integral lattice with respect to an integral sublattice, connects the vast field of tilings to abelian groups. In general, factorization questions are relevant to the theory of numbers, tilings, packings and covering problems.

On the other hand, group factorization is a topic that besides its theoretical
beauty has practical uses in graph theory, coding theory, number theory and modern cryptography. Group factorization is the main tool for cryptosystems such as PGM [11] and MST1 [16]. As a further application, group factorizations are used for constructing graphs of large girth, i.e. graphs that do not contain cycles of short length. It is known that bipartite graphs of large girth are important for LDPC codes. For instance, a construction for a cryptosystem based on such graphs is given in [20]. Therefore, finding new factorization techniques has a significant theoretical and practical impact.

The main substance of this thesis is group factorizations. While it may initially appear to the reader that Chapters 2 and 3 are completely independent with no obvious connection to group factorizations, these seemingly independent topics will in fact be put together in the context of group factorization theory in Chapter 4. The rest of this dissertation is organized as follows.

Chapter 2 starts with basic information about cyclic groups that is relevant to the presentation of the material that follows.

In Chapter 2 we mainly describe the action of the group of automorphisms of $\mathbb{Z}_{n}$, denoted by $\mathcal{I}(n)$, on the set of $k$-sets of $\mathbb{Z}_{n}$. Although elementary in nature, this topic has not yet been fully analyzed nor understood. A large class of enumerative and computational problems relate to this particular group action. For example, determining the number of orbits on the set of $k$-sets of $\mathbb{Z}_{n}$ is one such problem. Such enumerative problems are usually resolved by an application of Pólya's theory. Another problem that is of significant interest is to find an efficient way of determining the orbit of a particular subset $A \subseteq \mathbb{Z}_{n}$ under the aforementioned group action. In solving this problem, it is natural to start with finding the stabilizer of the subset $A$,
denoted by $\operatorname{Stab}(A, \mathcal{I}(n))$. Clearly,

$$
\mathbb{Z}_{n}=\bigcup_{d \mid n} \Omega_{d}
$$

where $\Omega_{d}$ are the elements of $\left(\mathbb{Z}_{n},+\right)$ of additive order $d$. Hence, if $A \subseteq \mathbb{Z}_{n}$, then

$$
A=\bigcup_{d \in \mathcal{D}_{A}} A \cap \Omega_{d} .
$$

where $\mathcal{D}_{A}=\left\{d\left|A \cap \Omega_{d} \neq \emptyset, d\right| n\right\}$. Thus,

$$
\operatorname{Stab}(A, \mathcal{I}(n))=\bigcap_{d \in \mathcal{D}_{A}} \operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)
$$

Therefore, it is important to find $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ and understand its content. The key fact is the relation given in Lemma 2.15 which casts light on the numerical structure of the stabilizer of a $k$-set in $\mathbb{Z}_{n}$. Let $V=\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$. Let $A_{d}$ be the set such that $A \cap \Omega_{d}=\frac{n}{d} A_{d}$ and let $S=\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$. We prove that

$$
\begin{equation*}
V=\bigcup_{t \in S} \mathcal{I}_{d}^{t}(n) \tag{1.0.1}
\end{equation*}
$$

where

$$
\mathcal{I}_{k}^{r}(n)=\{x \in \mathcal{I}(n) \mid x \equiv r \quad(\bmod k)\} .
$$

We present an analysis of the $\mathcal{I}_{k}^{r}(n)$ sets in an algebraic and number theoretical sense. Using the result 1.0.1 we are able to give an algorithm, $\operatorname{Stab}(A, n)$, for efficiently determining the stabilizer of a set $A$ under the described action of the group $\mathcal{I}(n)$. Also, we describe an algorithm, $\operatorname{IsInOrbit}(A, B, n)$, that checks whether two sets $A$ and $B$ are in the same orbit or not.

In Chapter 3 we deal with a problem similar to that of Chapter 2. Namely, we consider again the same group $\mathcal{I}(n)$ except that now the underlying set in the group action is the set of all $k$-complete sets. We define set $A \subseteq \mathbb{Z}_{n}$ to be a $k$-complete if it contains every residue class modulo $k$ exactly once. As part of that problem, we first explain the connection between the canonical permutation representation of the group $\mathcal{I}(m n)$ and the canonical permutation representations of the groups $\mathcal{I}(m)$ and $\mathcal{I}(n)$, where $m$ and $n$ are relatively prime numbers. Here, by the canonical permutation representation of the group $\mathcal{I}(s)$ on $\mathbb{Z}_{s}$, we mean

$$
a \rightarrow \pi_{a}, a \in \mathcal{I}(s)
$$

where $\pi_{a}$ is the mapping

$$
\pi_{a}(x)=a x, \quad x \in\{0,1, \ldots, s-1\} .
$$

The second important question we deal with is finding the number of orbits of $n$ complete sets in $\mathbb{Z}_{m n}$, fixed by the element $g \in \mathcal{I}(m n)$, where $m$ and $n$ are relatively prime. The answer to this problem is given by Lemma 3.3.

The subject of Chapter 4 is factorization of groups. In Sections 4.1 and 4.2 we give an overview of some important, well known results in the factorization of abelian groups accompanied by some new results. Many known results related to abelian groups are generalized, so they could possibly be applied in the case of non-abelian groups. Since most of them are used on the way to proving Rédei's theorem, one can expect that those generalized results could lead to non-abelian variations of that famous theorem. In Section 4.4 we prove two useful results, given in Lemma 4.18 and Theorem 4.7, by which it is possible to determine good candidates for blocks
of a factorization. In Section 4.5 we introduce a novel concept, the so-called free mappings, a powerful factorization tool for members of a wide class of abelian and non-abelian groups. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be mappings between groups $A$ and $B$. Two pairs $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$, where $a_{1}, a_{2} \in A, b_{1}, b_{2} \in B$, are said to form a clip for $f$ and $g$ if the following two conditions hold:

$$
\begin{aligned}
& f\left(a_{1}\right)^{-1} f\left(a_{2}\right)=b_{2} b_{1}^{-1} \\
& g\left(b_{2}\right) g\left(b_{1}\right)^{-1}=a_{1}^{-1} a_{2} .
\end{aligned}
$$

We say that a clip $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is strong if $a_{1} \neq a_{2}$ or $b_{1} \neq b_{2}$. In fact, it is clear that if $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is a strong clip, then $a_{1} \neq a_{2}$ and $b_{1} \neq b_{2}$. Two mappings $f, g$ are said to be chained if there exists a strong clip for $f$ and $g$, otherwise we say that they are free. Originally, free mappings were considered in the factorization of direct products [2], but by using Lemma 4.20, it is possible to factor a much wider class of groups, among which are semidirect products. In Section 4.6 we apply free mappings to the factorization of abelian groups. In particular, we treat the cases $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ and $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$, where $p$ and $q$ are primes. For example, we show that every factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ induces one pair of free mappings and vice versa. Finally, Section 4.7 connects the previous chapters with Chapter 4. Namely, we prove that in a factorization of $\mathbb{Z}_{m n}$ into two blocks $\left[B_{1}, B_{2}\right]$ of size $m$ and $n$ respectively, $B_{1}$ must be an $m$-complete set and $B_{2}$ must be an $n$-complete set when $\operatorname{gcd}(m, n)=1$. Given the factorization $\left[B_{1}, B_{2}\right]$ of $\mathbb{Z}_{m n}$ and $t, s \in \mathbb{Z}_{m n}$ such that $\operatorname{gcd}(t, m n)=1$, $\operatorname{gcd}(s, m n)=1$, then $\left[t B_{1}, s B_{2}\right]$ is also a factorization of $\mathbb{Z}_{m n}$. Thus, it suffices to have just the representatives of orbits of $m$ - and $n$-complete sets for describing all factorizations of $\mathbb{Z}_{m n}$.

## Chapter 2

## Orbits of $k$-sets

### 2.1 Cyclic Groups

In this section, we give the basic definitions and theorems about cyclic groups. For the proofs, we recommend standard textbooks such as [5] or [22].

Definition 2.1. A group $G$ is called cyclic if there exists an element a in $G$ such that $G=\langle a\rangle=\left\{a^{i} \mid i \in \mathbb{Z}\right\}$. When $|G|=n$, for a positive integer $n$, we say that the order of $a$, denoted by $\operatorname{ord}(a)$, is equal to $n$.

Lemma 2.1. Let $G$ be a cyclic group. Then, $G \cong \mathbb{Z}$ if $G$ is infinite, and $G \cong \mathbb{Z}_{n}$ if $G$ is finite of order $n$.

Corollary 2.1. All finite cyclic groups of the same order are isomorphic. All infinite cyclic groups are isomorphic.

Considering the previous corollary, by a finite cyclic group of order $n$, we will assume the additive group $\mathbb{Z}_{n}$.

Theorem 2.1. Every subgroup of a cyclic group $G$ is cyclic. For each divisor $m$ of $n$, where $n$ is the order of the finite cyclic group $G$, there is exactly one subgroup $H$ such that $|H|=m$.

Corollary 2.2. In a finite cyclic group, two elements generate the same subgroup if and only if the elements have the same order.

Lemma 2.2. Let $G=\langle a\rangle$ be a finite cyclic group of size $n$. Then $\left\langle a^{k}\right\rangle=\left\langle a^{\operatorname{gcd}(k, n)}\right\rangle$ for any integer number $k \in \mathbb{Z}$. Consequently,

$$
\operatorname{ord}\left(a^{k}\right)=\frac{n}{\operatorname{gcd}(k, n)} .
$$

Lemma 2.3. Let $G=\langle a\rangle$ be a cyclic group where $|G|=n$, and suppose that $d \mid n$. Then $\left\langle a^{\frac{n}{d}}\right\rangle=\left\langle a^{k \frac{n}{d}}\right\rangle$ if and only if $\operatorname{gcd}(k, d)=1$.

Theorem 2.2. Let $G$ be a finite cyclic group of order $n, G=\langle a\rangle$. The group of automorphisms $\operatorname{Aut}(G)$ of $G$ is isomorphic to the group of integers in $\{0,1, \ldots, n-1\}$ relatively prime to $n$,

$$
\mathcal{I}(n)=\{i \mid 0 \leq i<n, \operatorname{gcd}(i, n)=1\},
$$

where the operation on $\mathcal{I}(n)$ is multiplication modulo $n$.

### 2.2 The action of $\mathcal{I}(n)$ on the $k$-sets of $\mathbb{Z}_{n}$

According to Theorem 2.2, there is an isomorphism between groups $\operatorname{Aut}\left(\mathbb{Z}_{n}\right)$ and $\mathcal{I}(n)$, the automorphism group of $\mathbb{Z}_{n}$ and the multiplicative group of residue classes that are coprime to $n$. In the sequel, we will denote by $\mathcal{I}(n)$ both groups and it will be clear from the context which one of those two we have specifically in mind. We consider the action of the group $\mathcal{I}(n)$ on the set of elements of $\mathbb{Z}_{n}$, given by

$$
(x, t) \rightarrow t x \quad\left(t \in \mathcal{I}(n), x \in \mathbb{Z}_{n}\right)
$$

There is a natural way to induce this action on the set of subsets of $\mathbb{Z}_{n}$ of size $k$, denoted by $\mathcal{O}_{k}$. Furthermore, by a $k$-set we will assume a set of size $k$. In order to answer some enumerative questions regarding the above action, we need to determine the cycle index of $\mathcal{I}(n)$ acting on $\mathbb{Z}_{n}$. We first find the cycle index of the permutation group $\mathcal{I}\left(p^{m}\right)$ acting on $\mathbb{Z}_{p^{m}}$, where $p$ is a prime, and then use a technique described in [7] in order to find the cycle index of the product of permutation groups. Consequently, we obtain the cycle index of $\mathcal{I}(n)$ acting on $\mathbb{Z}_{n}$.

Besides this combinatorial aspect of the described action, we are also interested in some computational questions, such as finding the stabilizer of a $k$-set $A \subseteq \mathbb{Z}_{n}$. Once the stabilizer is found, there is a straightforward way to determine the orbit that $A$ belongs to. It turns out that the $\mathcal{I}_{k}^{r}(n)$ sets, introduced in Section 2.3, play an important role in finding the stabilizer of a set $A$. By Lemma 2.15, the stabilizer of a $k$-set can be obtained as the disjoint union of some $\mathcal{I}_{k}^{r}(n)$ sets. This lemma is at the heart of the proposed algorithms for finding the stabilizer of a $k$-set and checking whether two $k$-sets belong to the same orbit or not. In what follows, we will let $\mathbb{N}$ denote the set of positive integers, which is also referred to as the set of natural numbers.

### 2.3 The notion of $\mathcal{I}_{k}^{r}(n)$ sets

In this section, we introduce the notion of an $\mathcal{I}_{k}^{r}(n)$ sets and analyze it from an algebraic and number-theoretical point of view.

Definition 2.2. Let $r, k$ be natural numbers such that $\operatorname{gcd}(r, k)=1, r<k$ and let $k$ be a divisor of the natural number $n$. We define

$$
\mathcal{I}_{k}^{r}(n)=\{x \in \mathcal{I}(n) \mid x \equiv r(\bmod k)\}
$$

Firstly, we prove that no $\mathcal{I}_{k}^{r}(n)$ set is empty.
Lemma 2.4. Let $r, k, \ell, n$ be natural numbers such that $\operatorname{gcd}(r, k)=1, r<k$ and $n=k \ell$. Then the $\mathcal{I}_{k}^{r}(n)$ set is nonempty.

Proof. We prove that for given $r, k$ and $n$ where $\operatorname{gcd}(r, k)=1$, there exists $t$ such that

$$
\operatorname{gcd}(r+k t, n)=1
$$

Let $p_{i}^{v_{i}}$ be a general prime power divisor of $n$. Then, there exists $t_{i}$ such that

$$
\operatorname{gcd}\left(r+k t_{i}, p_{i}^{v_{i}}\right)=1
$$

Namely, if $p_{i} \mid k$, then $p_{i} \nmid r$ and $t_{i}=0$ suffices. If $p_{i} \nmid k$, then any number $t_{i}$ such that

$$
t_{i} \not \equiv-r / k \quad\left(\bmod p_{i}\right)
$$

will work. By the Chinese Reminder Theorem, there exists $t$ such that

$$
t \equiv t_{i} \quad\left(\bmod p_{i}\right)
$$

and $\operatorname{gcd}(r+k t, n)=1$. We need to prove that there exists $x \in \mathcal{I}(n)$ such that $x \equiv r(\bmod k)$. Let $x \equiv r+k t(\bmod n)$. Since $k \mid n$ then $x \equiv r(\bmod k)$. Also, it is easy to see that $\operatorname{gcd}(x, n)=1$ and therefore $x \in \mathcal{I}(n)$.

If $k$ divides $n$, then there is natural homomorphism from $\mathbb{Z}_{n}$ to $\mathbb{Z}_{k}$ that is onto. This mapping induces homomorphism between corresponding automorphism groups $\mathcal{I}(n)$ and $\mathcal{I}(k)$. So Lemma 2.4 says that this, induced homomorphism from $\mathcal{I}(n)$ to $\mathcal{I}(k)$ is onto. The set $\mathcal{I}_{k}^{1}(n)$ is the kernel of this homomorphism and $\mathcal{I}_{k}^{r}(n)$ are the cosets of $\mathcal{I}_{k}^{1}(n)$ in $\mathcal{I}(n)$. From this observation, we have the following claim.

Lemma 2.5. Let $r, k, n$ be natural numbers such that $\operatorname{gcd}(r, k)=1, k \mid n$ and $r<k$. It follows that

$$
\left|\mathcal{I}_{k}^{r}(n)\right|=\left|\mathcal{I}_{k}^{1}(n)\right|=\frac{\phi(n)}{\phi(k)}
$$

Proof. Homomorphism from $\mathcal{I}(n)$ to $\mathcal{I}(k)$ is onto and $\mathcal{I}_{k}^{1}(n)$ is its kernel. Therefore

$$
\left|\mathcal{I}_{k}^{1}(n)\right|=\frac{\phi(n)}{\phi(k)}
$$

Since $\mathcal{I}_{k}^{r}(n)$ are the cosets of $\mathcal{I}_{k}^{1}(n)$ in $\mathcal{I}(n)$, the claim is proven.
Lemma 2.6. Let $k$ and $\ell$ be relatively prime natural numbers and $k>1$. Then, it holds

$$
\mathcal{I}_{k}^{1}(k \ell) \cong \mathcal{I}(\ell)
$$

Proof. Let $\mathcal{A}$ be a mapping from $\mathcal{I}_{k}^{1}(k \ell)$ to $\mathcal{I}(\ell)$ defined by

$$
\mathcal{A}(x)=x \quad(\bmod \ell)
$$

First, we show that $\operatorname{Im}(\mathcal{A}) \subseteq \mathcal{I}(\ell)$. Let $x \in \mathcal{I}_{k}^{1}(k \ell)$. Then, $x=a \ell+b, \quad 0 \leq b \leq \ell$. Since $x \in \mathcal{I}_{k}^{1}(k \ell)$, then by the definition of that set, it follows that $x \in \mathcal{I}(k \ell)$. Therefore $\operatorname{gcd}(x, \ell)=1$ and consequently $\operatorname{gcd}(b, \ell)=1$. Thus, $b \in \mathcal{I}(\ell)$, so we have $\mathcal{A}(x) \in \mathcal{I}(\ell)$.
$\mathcal{A}$ is evidently a homomorphism, according to the properties of modulo operation. $\mathcal{A}$ is one to one. Let $x, y \in \mathcal{I}_{k}^{1}(k \ell)$ and $\mathcal{A}(x)=\mathcal{A}(y)$. From the definition of $\mathcal{I}_{k}^{1}(k \ell)$, we have $x \equiv 1(\bmod k)$ and $y \equiv 1(\bmod k)$, so $x \equiv y(\bmod k)$. From $\mathcal{A}(x)=\mathcal{A}(y)$ it follows $x \equiv y(\bmod \ell)$. Since $k$ and $\ell$ are relatively prime, then $x \equiv y(\bmod k \ell)$, so $\mathcal{A}$ is one to one.
$\mathcal{A}$ is onto. Let $z \in \mathcal{I}(\ell)$. We have to find $x \in \mathcal{I}_{k}^{1}(k \ell)$ such that $\mathcal{A}(x)=\ell$, or in other words $x \equiv z(\bmod \ell)$. That $x$ must be of the form $1+k t$, so we should find such a $t$ for which it holds $x \equiv z(\bmod \ell)$. From $\operatorname{gcd}(k, \ell)=1$, there exist $m, n \in \mathbb{Z}$ such that $m k+n \ell=1$. Let us define $t=(z-1) m$, i.e. $x=1+(z-1) m k$. Clearly, $x \equiv 1$ $(\bmod k)$. Note that $x=1+(z-1)(1-n \ell)$, that is $x=z+n \ell(1-z)$, so $x \equiv z$ $(\bmod \ell)$. Now, we need to prove that $\operatorname{gcd}(x, \ell)=1$. Since $z \in \mathcal{I}(\ell)$ than $\operatorname{gcd}(z, \ell)=1$, but since $x \equiv z(\bmod \ell)$, we conclude that $\operatorname{gcd}(x, \ell)=1$. Therefore, $\operatorname{gcd}(x, k \ell)=1$. At the end, we need to provide that $x<k \ell$. If $x=1+(z-1) m k$ is not less than $k \ell$ then we should take $x=1+(z-1) m k(\bmod k \ell)$ and all previously given arguments hold.

### 2.4 Group actions

Let $G$ be a group and $\Omega$ be a nonempty set. Suppose that for each $\alpha \in \Omega$ and each $x \in G$ we have defined an element of $\Omega$, denoted by $\alpha x$. In other words,

$$
(\alpha, x) \rightarrow \alpha x
$$

is a function of $\Omega \times G$ into $\Omega$. Then we say that this defines an action of $G$ on $\Omega$, or $G$ acts on $\Omega$ if we have the following:

1. $\alpha e=\alpha$ for all $\alpha \in \Omega$, where $e$ denotes the identity element of $G$;
2. $(\alpha x) y=\alpha(x y)$ for all $\alpha \in \Omega$ and all $x, y \in G$.

When a group $G$ acts on a set $\Omega$, a point $\alpha$ is moved by elements of $G$ to various other points. The set of these images is called the orbit of $\alpha$ under $G$, and we denote it by

$$
\operatorname{Orb}(\alpha, G)=\{\alpha x \mid x \in G\}
$$

A kind of dual role is played by the set of elements in $G$ which fix a specified point $\alpha$. This is called the stabilizer of $\alpha$ in $G$ and is denoted

$$
\operatorname{Stab}(\alpha, G)=\{x \in G \mid \alpha x=\alpha\} .
$$

The important properties of these objects are summarized in the following theorem.

Theorem 2.3. Suppose that $G$ is a group acting on a set $\Omega$ and that $x, y \in G$ and $\alpha, \beta \in \Omega$. Then,
(a) Two orbits $\operatorname{Orb}(\alpha, G)$ and $\operatorname{Orb}(\beta, G)$ are either equal (as sets) or disjoint, so that the set of all orbits is a partition of $\Omega$ into a mutually disjoint subsets.
(b) The stabilizer $\operatorname{Stab}(\alpha, G)$ is a subgroup of $G$ and

$$
\operatorname{Stab}(\beta, G)=x^{-1} \operatorname{Stab}(\alpha, G) x
$$

whenever $\beta=\alpha x$. Moreover

$$
\alpha x=\alpha y \Leftrightarrow \operatorname{Stab}(\alpha, G) x=\operatorname{Stab}(\alpha, G) y .
$$

(c) $|\operatorname{Orb}(\alpha, G)|=|G: \operatorname{Stab}(\alpha, G)|$.

In particular, if $G$ is finite then $|\operatorname{Orb}(\alpha, G)||\operatorname{Stab}(\alpha, G)|=|G|$.

Proof. If $\delta \in \operatorname{Orb}(\alpha, G)$ then $\delta=\alpha u$ for some $u \in G$. Since $u x$ runs over the elements of $G$ as $x$ runs over $G$,

$$
\operatorname{Orb}(\delta, G)=\{\delta x \mid x \in G\}=\operatorname{Orb}(\alpha, G)
$$

Hence, if $\operatorname{Orb}(\alpha, G)$ and $\operatorname{Orb}(\beta, G)$ have any element $\delta$ in common, then $\operatorname{Orb}(\alpha, G)=$
$\operatorname{Orb}(\delta, G)=\operatorname{Orb}(\beta, G)$. Since every $\alpha \in \Omega$ lies in at least one orbit, namely $\operatorname{Orb}(\alpha, G)$, this proves (a).

Clearly $e \in \operatorname{Stab}(\alpha, G)$, and whenever $x, y \in \operatorname{Stab}(\alpha, G)$ then $x y^{-1} \in \operatorname{Stab}(\alpha, G)$. Thus $\operatorname{Stab}(\alpha, G)$ is a subgroup. If $\beta=\alpha x$ we also have

$$
y \in \operatorname{Stab}(\beta, G) \Leftrightarrow \alpha(x y)=\alpha x \Leftrightarrow x y x^{-1} \in \operatorname{Stab}(\alpha, G)
$$

and so $x^{-1} \operatorname{Stab}(\alpha, G) x=\operatorname{Stab}(\beta, G)$. Finally,

$$
\alpha x=\alpha y \Leftrightarrow \alpha\left(x y^{-1}\right)=\alpha \Leftrightarrow x y^{-1} \in \operatorname{Stab}(\alpha, G)
$$

This is equivalent to

$$
\operatorname{Stab}(\alpha, G) x=\operatorname{Stab}(\alpha, G) y
$$

and (b) is proved. Now, (c) follows immediately since $b$ shows that distinct points in $\operatorname{Stab}(\alpha, G)$ are in bijective correspondence with right cosets of $\operatorname{Stab}(\alpha, G)$ in $G$, and for finite groups $|G: \operatorname{Stab}(\alpha, G)|=|G| /|\operatorname{Stab}(\alpha, G)|$.

Definition 2.3. A group acting on a set $\Omega$ is said to be transitive on $\Omega$ if it has only one orbit.

Clearly, $G$ is transitive if for every pair of points $\alpha, \beta \in \Omega$ there exists $x \in G$ such that $\alpha x=\beta$. Suppose that the group $G$ acts on a set $\Omega$ and let $T$ be a subset of $G$. Then we define the set of fixed points of $T$ by

$$
\operatorname{Fix}(T):=\{\alpha \in \Omega \mid \alpha x=\alpha \text { for all } x \in T\}
$$

There is a simple relationship between the number of orbits of a finite group acting on a finite set and the number of fixed points of its elements. Although it is often referred
inaccurately as the Burnside Lemma, it is actually due to Cauchy and Frobenius.

Theorem 2.4. Let $G$ be a finite group acting on a finite set $\Omega$. Then $G$ has $s$ orbits on $\Omega$ where

$$
s|G|=\sum_{x \in G}|\operatorname{Fix}(x)| .
$$

Proof. Consider the set $\mathcal{F}=\{(\alpha, x) \in \Omega \times G \mid \alpha x=\alpha\}$. We shall count the number of elements of $\mathcal{F}$ in two ways. First, suppose that the orbits of $G$ are $\Omega_{1}, \ldots, \Omega_{s}$. Then using the orbit-stabilizer property, we have

$$
|\mathcal{F}|=\sum_{i=1}^{s} \sum_{\alpha \in \Omega_{i}}|\operatorname{Stab}(\alpha, G)|=\sum_{i=1}^{s} \sum_{\alpha \in \Omega_{i}} \frac{|G|}{\left|\Omega_{i}\right|}=\sum_{i=1}^{s}|G|=s|G|
$$

Second,

$$
|\mathcal{F}|=\sum_{x \in G}|\operatorname{Fix}(x)| .
$$

The result follows.

Further, $\mathbb{Z}_{n}$ denotes additive group of integers modulo $n$. By Theorem 2.2, the automorphisms of $\mathbb{Z}_{n}$ are mappings $\pi_{t}: \mathbb{Z}_{n} \rightarrow \mathbb{Z}_{n}$ of the form

$$
\pi_{t}(x)=t x, \quad\left(x \in \mathbb{Z}_{n}\right)
$$

where $\operatorname{gcd}(t, n)=1$. Recall that we denote the automorphism group of $\mathbb{Z}_{n}$ by $\mathcal{I}(n)$.
Consider the following natural action of the group $\mathcal{I}(n)$ on the additive cyclic group $\mathbb{Z}_{n}$ by multiplication, $\mathbb{Z}_{n} \times \mathcal{I}(n) \rightarrow \mathbb{Z}_{n}$,

$$
(x, t) \rightarrow t x \quad\left(t \in \mathcal{I}(n), x \in \mathbb{Z}_{n}\right)
$$

Naturally, we can extend this action to $k$-sets in $\mathbb{Z}_{n}$. Let $\mathcal{O}_{k}$ be the collection of $k$-sets of $\mathbb{Z}_{n}$. Given a set $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$, we define multiplication of the set $A$ by an element $t \in \mathbb{Z}_{n}$ in the natural way

$$
t A=\left\{t a_{1}, t a_{2}, \ldots, t a_{k}\right\} .
$$

We consider the following type of group action $\mathcal{O}_{k} \times \mathcal{I}(n) \rightarrow \mathcal{O}_{k}$ defined as

$$
(A, t) \rightarrow t A \quad\left(t \in \mathcal{I}(n), A \in \mathcal{O}_{k}\right)
$$

If not specified otherwise, the term action will be further reserved for the one described above. By $\Omega_{d}$ we denote the set of elements of additive order $d$ in the $\mathbb{Z}_{n}$. Obviously,

$$
\mathbb{Z}_{n}=\bigcup_{d \mid n} \Omega_{d}
$$

and $\left|\Omega_{d}\right|=\phi(d)$, where $\phi$ is Euler's phi function.

### 2.4.1 Cycle index of $\mathcal{I}(n)$ and orbits of $k$-sets of $\mathbb{Z}_{n}$

There are a number of interesting enumerative problems regarding the action of $\mathcal{I}(n)$ on $\mathcal{O}_{k}$ that can mostly be answered by application of Pólya's theory. There is a significant literature on Pólya's counting theory. For instance, see [14, 3, 4]. Frequently, the main combinatorial problem about a permutation group acting on a set is to determine its cycle index. Firstly, we give several basic definitions.

Definition 2.4 (Type of a Permutation). Let $M$ be a set with $|M|=m$. A permutation $\pi \in S_{M}$ is of type $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right)$, iff the decomposition of $\pi$ as the product of disjoint cycles has exactly $\lambda_{i}$ cycles of length $i$, for $i=1, \ldots, m$. Hence, by $\lambda_{i}(\pi)$ we mean
the number of cycles of length $i$ in this decomposition. We write

$$
\operatorname{ctype}(\pi)=1^{\lambda_{1}} 2^{\lambda_{2}} \cdots m^{\lambda_{m}}
$$

or

$$
\operatorname{ctype}(\pi)=\prod_{i=1}^{m} i^{\lambda_{i}}
$$

where we adopt a formal product notation.

Definition 2.5 (Cycle Index). Let $P$ be a set of $|P|=n$ elements and let $\Gamma$ be $a$ subgroup of $S_{P}$. The cycle index of $\Gamma$ is a polynomial in $n$ indeterminates $x_{1}, \ldots, x_{n}$, defined as:

$$
\mathcal{Z}_{(\Gamma, P)}\left(x_{1}, \ldots, x_{n}\right):=\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \prod_{i=1}^{n} x_{i}^{\lambda_{i}(\gamma)}
$$

We determine cycle index of the group $\mathcal{I}(n)$ acting on $\mathbb{Z}_{n}$ and calculate the number of orbits of $k$-sets of $\mathbb{Z}_{n}$. The following famous theorem of Pólya [13] was published in 1937.

Theorem 2.5 (Pólya's Theorem). Let $P$ and $F$ be finite sets with $|P|=n$, and let $\Gamma \leq S_{P}$. Furthermore let $R$ be a commutative ring over the rationals $Q$ and let $w$ be a mapping $w: F \rightarrow R$. Two mappings $f_{1}, f_{2} \in F^{P}$ are called equivalent, iff there exists some $\gamma \in \Gamma$ such that $f_{1} \circ \gamma=f_{2}$. The equivalence classes are called mapping patterns and are written as $[f]$. For every $f \in F^{P}$ we define the weight $W(f)$ as product weight

$$
W(f):=\prod_{p \in P} w(f(p))
$$

Any two equivalent f's have the same weight. Thus we may define $W([f]):=W(f)$.

Then the sum of the weights of the patterns is

$$
\sum_{[f]} W([f])=\mathcal{Z}_{(\Gamma, P)}\left(\sum_{y \in F} w(y), \sum_{y \in F} w(y)^{2}, \ldots, \sum_{y \in F} w(y)^{n}\right) .
$$

There are extensions of Pólya's theorem to cases with a different definition of the weight function and equivalence classes [3]. We will need the following elementary lemma.

Lemma 2.7. Let $\Omega_{d}$ be the set of elements of $\mathbb{Z}_{n}$ of order $d$. Then,

$$
\Omega_{d}=\frac{n}{d} \mathcal{I}(d)
$$

Also, $\Omega_{d}$ is an orbit under the action of the group $\mathcal{I}(n)$ on $\mathbb{Z}_{n}$.

Proof. From Lemma 2.3, it is clear that $\Omega_{d}=\frac{n}{d} \mathcal{I}(d)$. Let $x$ and $y$ be elements of order $d$. Then $x=(n / d) k_{1}$ and $y=(n / d) k_{2}$ where $k_{1}, k_{2} \in \mathcal{I}(d)$. Therefore, there exists $k \in \mathcal{I}(d)$ such that $k_{1}=k k_{2}$. On the other hand, Lemma 2.4 asserts the existence of an element $h \in \mathcal{I}(n)$ such that $h \equiv k(\bmod d)$. Clearly $k_{1} \equiv h k_{2}(\bmod d)$. By multiplying both sides by $(n / d)$ we have $x=h y(\bmod n)$. Thus, $\mathcal{I}(n)$ is transitive on the set of elements of (additive) order $d$.

Note that mappings from $\mathcal{I}(n)$ fix the sets $\Omega_{d}$ for each $d \mid n$. In the following lemma, we prove that the group $\mathcal{I}\left(2^{m}\right)$ is generated by $\pi_{3}$ and $\pi_{-1}$.

Lemma 2.8. The order of the element 3 is $2^{m-2}$ modulo $2^{m}$ if $m \geq 3$. The elements from $\Omega_{2^{m}}$ are represented by
$(-1)^{a} 3^{b} \quad\left(\bmod 2^{m}\right)$ where $a \in\{0,1\}$ and $b \in\left\{0,1, \ldots, 2^{m-3}\right\}$.

Proof. We note that

$$
\begin{aligned}
& 3^{2}=1+8, \\
& 3^{4}=1+16+32 t, \text { and } \\
& 3^{8}=1+32+64 u
\end{aligned}
$$

for integers $t$ and $u$. By induction, 3 is of order $2^{m-2}$ modulo $2^{m}$, if $m \geq 3$. For the second part, it is enough to show that

$$
(-1) 3^{b_{1}} \not \equiv 3^{b_{2}} \quad\left(\bmod 2^{k}\right), \text { for } b_{1}, b_{2} \in\left\{0,1, \ldots, 2^{k-3}\right\}
$$

If not so, we would have

$$
8 \mid 3^{b}+1
$$

where $b=\left|b_{1}-b_{2}\right|$. This is not possible since $3^{b}+1 \equiv 2$ or $4(\bmod 8)$.

Lemma 2.9. Let $f_{j}, g_{j}$ be the mappings from $\mathcal{I}\left(2^{m}\right)$ to $\mathcal{I}\left(2^{m}\right), m \geq 3$ defined by

$$
f_{j}(x):=3^{j} x \text { and } g_{j}(x):=-3^{j} x
$$

for $j \geq 1$. Let $s_{j}$ be the order of $f_{j} \in \mathcal{I}\left(2^{m}\right)$. Then

$$
\operatorname{ctype}\left(f_{j}\right)=\left(s_{j}^{u_{j}}\right)
$$

where $u_{j}=2^{m-1} / s_{j}$. Note that $\operatorname{ctype}\left(g_{j}\right)=\operatorname{ctype}\left(f_{j}\right)$.

Proof. Consider the mapping $f_{j} \in \mathcal{I}\left(2^{m}\right)$. Let $x_{0} \in \mathcal{I}\left(2^{m}\right)$ be an arbitrary element. Since $f_{j}^{s}\left(x_{0}\right) \equiv x_{0}\left(\bmod 2^{m}\right)$ if and only if $s \equiv 0\left(\bmod s_{j}\right)$, then it is clear that every cycle must contain exactly $s_{j}$ elements. Since the order of $g_{j}$ is equal to order $f_{j}$, the
conclusion $\operatorname{ctype}\left(g_{j}\right)=\operatorname{ctype}\left(f_{j}\right)$ follows easily.

The following lemma explains how the number of orbits of the permutation group $\mathcal{I}(n)$ acting on $\mathcal{O}_{k}$ can be determined once the cycle index of $\mathcal{I}(n)$ acting on $\mathbb{Z}_{n}$ is determined.

Lemma 2.10. The number of orbits of the action of $\mathcal{I}(n)$ on the $\mathcal{O}_{k}$ is equal to the coefficient of $x^{k}$ in

$$
\mathcal{Z}_{\left(\mathcal{I}(n), \mathbb{Z}_{n}\right)}\left(1+x, 1+x^{2}, \ldots, 1+x^{n}\right) .
$$

Proof. We apply Pólya's theorem 2.5. Let $F=\{$ in, out $\}$ and $P=\{0,1, \ldots, n-1\}$. This means that the functions $f \in F^{P}$ are actually the characteristic functions of subsets in $\mathbb{Z}_{n}$. Let us define $w($ in $)=x$ and $w($ out $)=1$. Then, the weight of characteristic function $f$ of a $k$-set is

$$
W(f)=x^{k}
$$

Thus, the number of orbits of $k$-sets under the given group action is the coefficient of $x^{k}$ in

$$
\mathcal{Z}_{\left(\mathcal{I}(n), \mathbb{Z}_{n}\right)}\left(1+x, 1+x^{2}, \ldots, 1+x^{n}\right)
$$

Therefore, we need to determine the cycle index of $\mathcal{I}(n)$ acting on $\mathbb{Z}_{n}$. We start with some basic cases. The following lemma considers the cycle index of the group $\mathcal{I}\left(2^{m}\right)$. This is a special case since $\mathcal{I}\left(2^{m}\right)$ for $m \geq 3$ is not a cyclic group, unlike the groups $\mathcal{I}\left(p^{m}\right)$, where $p$ is an odd prime number [22]. Note that the sets of integers in $\mathcal{I}\left(2^{m}\right)$ and $\Omega_{2^{m}}$ in $\mathbb{Z}_{2^{m}}$ are equal.

Lemma 2.11. The cycle index $\mathcal{Z}=\mathcal{Z}_{\left(\mathcal{I}\left(2^{m}\right), \mathbb{Z}_{\left.2^{m}\right)}\right)}\left(x_{1}, x_{2}, \ldots, x_{2^{m}}\right)$ of the permutation group $\mathcal{I}\left(2^{m}\right)$ acting on $\mathbb{Z}_{2^{m}}$ is

$$
\begin{aligned}
\mathcal{Z} & \equiv x_{1}^{2} \text { if } m=1, \\
\mathcal{Z} & \equiv \frac{1}{2}\left(x_{1}^{4}+x_{1}^{2} x_{2}\right) \text { if } m=2, \text { and } \\
\mathcal{Z} & \equiv \frac{1}{4}\left(x_{1}^{8}+2 x_{1}^{2} x_{2}^{3}+x_{1}^{4} x_{2}^{2}\right) \text { if } m=3, \text { and } \\
\mathcal{Z} & \equiv \frac{1}{2^{m-1}}(P+Q) \text { if } m \geq 4, \text { where } \\
P & \equiv x_{1}^{2^{m}}+2^{m-3} x_{2} \prod_{i=0}^{m-2} x_{2^{i}}^{2}+\sum_{i=0}^{m-4} 2^{i} x_{1}^{2^{m-2-i}} \prod_{s=0}^{i+1} x_{2^{s}}^{2^{m-2-i}}, \\
Q & \equiv x_{1}^{2} x_{2}^{2^{m-2}}+2^{m-3} x_{1}^{2} \prod_{i=0}^{m-2} x_{2^{i}}^{2}+\sum_{i=0}^{m-4} 2^{i} x_{1}^{2} x_{2}^{2^{m-1-i}-1} \prod_{s=1}^{i} x_{2^{s+1}}^{2^{m-2-i}}
\end{aligned}
$$

Proof. The first three cases are trivial. In order to determine the cycle type of elements of $\mathcal{I}\left(2^{m}\right)$, for $m \geq 3$ we begin with one simple observation. Let us see the cycle type of permutation $\pi_{3}$ in $\mathbb{Z}_{2^{3}}$. Obviously,

$$
\operatorname{ctype}\left(\pi_{3}\right)=\left(2^{3} 1^{2}\right)
$$

Note that order of $\pi_{3}$ in $\mathcal{I}\left(2^{3}\right)$ is 2 . There are exactly two elements in $\mathcal{I}\left(2^{4}\right)$ congruent to 3 modulo $2^{3}$. Both of these, 3 and 11, have the same order 4 in $\mathcal{I}\left(2^{4}\right)$. It is not hard to see that $\pi_{3}$ and $\pi_{11}$ must act identically on the cyclic subgroup $H \leq \mathbb{Z}_{2^{4}}$ of order 8 ,

$$
H=2\{0,1,2,3,4,5,6,7\}
$$

just as $\pi_{3}$ is acting on $\mathbb{Z}_{2^{3}}$. Therefore, it is only necessary to determine how $\pi_{3}$ and $\pi_{11}$ act on $\mathcal{I}\left(2^{4}\right)$. According to Lemma 2.9, they split $\mathcal{I}\left(2^{4}\right)$ into 2 orbits. Therefore,

$$
\operatorname{ctype}\left(\pi_{3}\right)=\operatorname{ctype}\left(\pi_{11}\right)=\left(4^{2} 2^{3} 1^{2}\right)
$$

Similarly, when we consider $\mathbb{Z}_{2^{5}}$ we see that

$$
\operatorname{ctype}\left(\pi_{3}\right)=\operatorname{ctype}\left(\pi_{11}\right)=\operatorname{ctype}\left(\pi_{19}\right)=\operatorname{ctype}\left(\pi_{27}\right)=\left(8^{2} 4^{2} 2^{3} 1^{2}\right)
$$

Using the same approach one can inductively determine the cycle types of all elements in $\mathcal{I}\left(2^{m}\right)$. Namely, for every element $x$ of $\mathcal{I}\left(2^{k}\right)$, there are exactly two elements $x_{1}$ and $x_{2}$ from $\mathcal{I}\left(2^{k+1}\right)$ such that

$$
x_{1} \equiv x \quad\left(\bmod 2^{k}\right) \quad \text { and } \quad x_{2} \equiv x \quad\left(\bmod 2^{k}\right)
$$

The cycle type of $x_{1}$ and $x_{2}$ on the set of elements that belong to the cyclic subgroup of $\mathbb{Z}_{2^{k+1}}$ of order $2^{k}$ is the same as $x$ has on $\mathcal{I}\left(2^{k}\right)$ and the cycle type on $\mathcal{I}\left(2^{k+1}\right)$ is determined by Lemma 2.9. It is not hard to see that $\operatorname{ord}\left(x_{1}\right)=\operatorname{ord}\left(x_{2}\right)$, considering $x_{1}, x_{2} \in \mathcal{I}\left(2^{k+1}\right)$ is twice $\operatorname{ord}(x)$, considering $x \in \mathcal{I}\left(2^{k}\right)$, when $x \not \equiv \pm 1\left(\bmod 2^{k}\right)$. When $x=1$ then we have $\operatorname{ctype}\left(x_{1}\right)=\left(1^{2^{k+1}}\right)$ and ctype $\left(x_{2}\right)=\left(1^{2^{k}} 2^{2^{k-1}}\right)$. Similarly, when $x \equiv-1\left(\bmod 2^{k}\right)$, then $\operatorname{ctype}\left(x_{1}\right)=\operatorname{ctype}\left(x_{2}\right)=\left(1^{2} 2^{2^{k}-1}\right)$.

Hence, for elements of $\mathcal{I}\left(2^{m}\right)$ that correspond to $3^{b}\left(\bmod 2^{m}\right)$ we have the following polynomial

$$
P \equiv x_{1}^{2^{m}}+2^{m-3} x_{2} \prod_{i=0}^{m-2} x_{2^{i}}^{2}+\sum_{i=0}^{m-4} 2^{i} x_{1}^{2^{m-2-i}} \prod_{s=0}^{i+1} x_{2^{s}}^{2^{m-2-i}}
$$

This can be easily proved by induction. For those elements from $\mathcal{I}\left(2^{m}\right)$ that are congruent to $-3^{b}\left(\bmod 2^{m}\right)$, the corresponding polynomial is

$$
Q \equiv x_{1}^{2} x_{2}^{2^{m}-2}+2^{m-3} x_{1}^{2} \prod_{i=0}^{m-2} x_{2^{i}}^{2}+\sum_{i=0}^{m-4} 2^{i} x_{1}^{2} x_{2}^{2^{m-1-i}-1} \prod_{s=1}^{i} x_{2^{s+1}}^{2^{m-2-i}}
$$

Thus, the cycle index of $\mathcal{I}\left(2^{m}\right)$ acting on $\mathbb{Z}_{2^{m}}$ is the sum of those two polynomials
divided by the order of $\mathcal{I}\left(2^{m}\right)$, that is

$$
\mathcal{Z}_{\left(\mathcal{I}\left(2^{m}\right), \mathbb{Z}_{2^{m}}\right)}\left(x_{1}, x_{2}, \ldots, x_{2^{m}}\right) \equiv \frac{1}{2^{m-1}}(P+Q)
$$

The following lemma considers the case of $\mathcal{I}\left(p^{m}\right)$, where $p$ is an odd prime number. As it has been already noted, this group is cyclic and therefore it is much easier to find its cycle index.

Lemma 2.12. Let $p$ be an odd prime. The cycle type of the permutation group $\mathcal{I}\left(p^{m}\right)$ acting on $\mathbb{Z}_{p^{m}}$ is

$$
\mathcal{Z}_{\left(\mathcal{I}\left(p^{m}\right), \mathbb{Z}_{\left.p^{m}\right)}\right.}\left(x_{1}, x_{2}, \ldots, x_{p^{m}}\right)=\frac{1}{r} \sum_{k=1}^{r} x_{1} \prod_{i=1}^{m} x_{u(i, k)}^{v(i, k)},
$$

where $r=p^{m-1}(p-1), v(i, k)=\operatorname{gcd}\left(k, p^{i-1}(p-1)\right)$ and

$$
u(i, k)=\frac{p^{i-1}(p-1)}{v(i, k)} .
$$

Proof. It is well known that in the case of odd prime $p$, the automorphism group $\mathcal{I}\left(p^{m}\right)$ is cyclic [22]. Let $\beta$ be a generator of $\mathcal{I}\left(p^{m}\right)$. According to Lemma 2.7, $\mathcal{I}\left(p^{m}\right)$ is transitive on each set $\Omega_{d}$, for $d \mid p^{m}$. Note that $\left|\Omega_{p^{i}}\right|=p^{i-1}(p-1)$ and $\left|\mathcal{I}\left(p^{m}\right)\right|=p^{m-1}(p-1)$. Now it is easy to see that

$$
\operatorname{ctype}(\beta)=x_{1} \prod_{i=1}^{m} x_{\phi\left(p^{i}\right)}^{1}
$$

Since every element in $\mathcal{I}\left(p^{m}\right)$ is a power of $\beta$, the rest of the conclusion follows trivially.

### 2.4.2 Cycle index of the direct product of permutation groups

Since we found the cycle indexes of all groups $\mathcal{I}\left(p^{m}\right)$ when $p$ is a prime number, there is a natural question whether there is a way to combine them together in order to obtain the cycle index of $\mathcal{I}(n)$, where $n$ is the product of those prime power components. Hence, we need something like the cycle index of the direct product of permutation groups.

Let $G_{1}, G_{2}$ be permutation groups acting on sets $X_{1}, X_{2}$ respectively. Let $G=$ $G_{1} \times G_{2}$ be the direct product of groups and $X=X_{1} \times X_{2}$ the cartesian product of corresponding sets. For an element $x=\left(x_{1}, x_{2}\right)$ of $X$ and an element $g=\left(g_{1}, g_{2}\right)$ of $G$, we define the action of $g$ on $x$ by

$$
(g, x) \mapsto\left(x_{1} g_{1}, x_{2} g_{2}\right)
$$

Evidently, $G$ is a permutation group on $X$. Let $P$ and $Q$ be polynomials

$$
\begin{aligned}
& P\left(x_{1}, x_{2}, \ldots, x_{u}\right)=\sum a_{i_{1} i_{2} \ldots i_{u}} x_{1}^{i_{1}} x_{2}^{i_{2}} \ldots x_{u}^{i_{u}}, \\
& Q\left(x_{1}, x_{2}, \ldots, x_{v}\right)=\sum b_{j_{1} j_{2} \ldots j_{v}} x_{1}^{j_{1}} x_{2}^{j_{2}} \ldots x_{v}^{j_{v}} .
\end{aligned}
$$

In [7] the following product operator was defined

$$
P \circledast Q=\sum a_{i_{1} i_{2} \ldots i_{u}} b_{j_{1} j_{2} \ldots j_{v}} \prod_{\substack{1 \leq l \leq u \\ 1 \leq m \leq v}}\left(x_{l}^{i_{1}} \circledast x_{m}^{j_{m}}\right)
$$

where

$$
x_{l}^{i_{1}} \circledast x_{m}^{j_{m}}=x_{\operatorname{lcm}(l, m)}^{i_{1} j_{m} g c d(l, m)} .
$$

We need the following lemma. For the proof, see [7] and [21].

Lemma 2.13. The cycle index of the natural action of permutation group $G_{1} \times G_{2}$ on $X_{1} \times X_{2}$ induced by actions $G_{1}$ on $X_{1}$ and $G_{2}$ on $X_{2}$ can be expressed as:

$$
\mathcal{Z}_{\left(G_{1} \times G_{2}, X_{1} \times X_{2}\right)}=\mathcal{Z}_{\left(G_{1}, X_{1}\right)} \circledast \mathcal{Z}_{\left(G_{2}, X_{2}\right)} .
$$

Let $n=\prod_{i=1}^{s} p_{i}^{\alpha_{i}}$. Applying the ring isomorphism

$$
\mathbb{Z}_{n} \cong \bigoplus_{i=1}^{s} \mathbb{Z}_{p_{i}^{\alpha_{i}}}
$$

it follows that

$$
\mathcal{I}(n) \cong \bigoplus_{i=1}^{s} \mathcal{I}\left(p_{i}^{\alpha_{i}}\right)
$$

Hence, according to Lemma 2.13, we have

$$
\mathcal{Z}_{\left(\mathcal{I}(n), \mathbb{Z}_{n}\right)}=\mathcal{Z}_{\left(\mathcal{I}\left(p_{1}^{\alpha_{1}}\right), \mathbb{Z}_{\left.p_{1}^{\alpha_{1}}\right)}\right.} \circledast \mathcal{Z}_{\left(\mathcal{I}\left(p_{2}^{\alpha_{2}}\right), \mathbb{Z}_{p_{2}^{\alpha_{2}}}\right)} \circledast \cdots \circledast \mathcal{Z}_{\left(\mathcal{I}\left(p_{s}^{\alpha_{s}}\right), \mathbb{Z}_{p_{s}^{\alpha_{s}}}\right.} .
$$

Since cycle indices of prime power components are given in Lemma 2.11 and Lemma 2.12, the cycle index $\mathcal{Z}_{\left(\mathcal{I}(n), \mathbb{Z}_{n}\right)}$ can be calculated as above. Thus, in order to find the number of orbits in the action of $\mathcal{I}(n)$ on $\mathcal{O}_{k}$ we just need to apply Lemma 2.10.

### 2.4.3 Stabilizer of $k$-sets of $\mathbb{Z}_{n}$

Let $A \subseteq \mathbb{Z}_{n}$ be an arbitrary $k$-set. One problem we are interested in is a computational procedure for finding the stabilizer of $A$ under the action of $\mathcal{I}(n)$ on $k$-sets. Clearly, we would like to have a more sophisticated approach than exhaustive search through all elements of the group $\mathcal{I}(n)$. Another problem we consider is to determine whether
two $k$-sets $A$ and $B$ belong to the same orbit. Let

$$
\mathcal{D}_{A}=\left\{d\left|A \cap \Omega_{d} \neq \emptyset, d\right| n\right\}
$$

Let $\operatorname{Stab}(A, \mathcal{I}(n))$ denote the set of automorphisms from $\mathcal{I}(n)$ that fix $A$, that is

$$
\operatorname{Stab}(A, I(n))=\{h \in \mathcal{I}(n) \mid h(A)=A\} .
$$

Suppose that $\mathcal{D}_{A}=\left\{d_{1}, d_{2}, \ldots, d_{u}\right\}$. Clearly, it follows that

$$
A=\bigcup_{i=1}^{u} A \cap \Omega_{d_{i}}
$$

where this union is disjoint. This implies

$$
\operatorname{Stab}(A, \mathcal{I}(n))=\bigcap_{i=1}^{u} \operatorname{Stab}\left(A \cap \Omega_{d_{i}}, \mathcal{I}(n)\right)
$$

Since $\Omega_{d}=\frac{n}{d} \mathcal{I}(d)$ by Lemma 2.7, it makes sense to define a set $A_{d}$ in the following way

$$
A \cap \Omega_{d}=\frac{n}{d} A_{d}
$$

Note that $A_{d}$ is a subset of multiplicative group $\mathcal{I}(d)$. The idea is to relate $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$ and $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$.

Lemma 2.14. Let $\mathcal{O}_{m}$ be the collection of all subsets of size $m$ of a finite group $G$.
Consider the group action $\mathcal{O}_{m} \times G \rightarrow \mathcal{O}_{m}$ defined as

$$
(Y, g) \rightarrow Y g, \quad\left(Y \in \mathcal{O}_{m}, g \in G\right)
$$

Let $H=\operatorname{Stab}(U, G)$, for a particular $U \in \mathcal{O}_{m}$. Then, there exist $U_{0} \subseteq U$ such that $U$
is a disjoint union of some left cosets of $H$

$$
U=\bigcup_{u \in U_{0}} u H .
$$

For any $w \in U$ it holds that $H \subseteq w^{-1} U$.

Proof. Note that $H=\operatorname{Stab}(U, G)$ is a subgroup group $G$. For arbitrary $u_{1} \in U$, it is clear that $u_{1} H \subseteq U$. If $u_{1} H=U$ we are done, otherwise there exists $u_{2} \in U \backslash u_{1} H$ such that $u_{2} H \cap u_{1} H=\emptyset$. This process must be finite, so $U_{0}=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ and then

$$
U=\bigcup_{u \in U_{0}} u H
$$

Thus, $U$ could be represented as the disjoint union of some of the left cosets of $H$. Suppose that $h \in H$ and $w \in U$ are arbitrary elements of $H$ and $U$ respectively. Then $w h \in U$ and therefore $h \in w^{-1} U$. Hence, $H \subseteq w^{-1} U$ for each $w \in U$.

The following lemma closely describes the nature of elements, that are contained in the stabilizer $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$. Namely, it shows that the stabilizer is the disjoint union of some $\mathcal{I}_{d}^{t}(n)$ sets. This lemma is the heart of the algorithm for finding the stabilizer of a $k$-set that will be given later.

Lemma 2.15. Let $V=\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ and $S=\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$ where $d \in \mathcal{D}_{A}$.
Then it holds

$$
V=\bigcup_{t \in S} \mathcal{I}_{d}^{t}(n)
$$

Proof. Let

$$
A \cap \Omega_{d}=\frac{n}{d}\left\{w_{1}, w_{2}, \ldots, w_{l}\right\} .
$$

Then,

$$
A_{d}=\left\{w_{1}, w_{2}, \ldots, w_{l}\right\}
$$

Let $x \in V$ be an arbitrary element. Let $x \equiv t(\bmod d)$. As $x \in \mathcal{I}_{d}^{t}(n)$ by definition, it needs to be shown that $t \in S$. From

$$
\frac{n}{d} w_{i} x \equiv \frac{n}{d} w_{j}(\bmod n)
$$

it follows that $w_{i} x \equiv w_{j}(\bmod d)$. Hence, $w_{i} t \equiv w_{j}(\bmod d)$ and we see that $t$ just permutes the elements of $A_{d}$, so $t \in S$. We have proved that

$$
V \subseteq \bigcup_{t \in S} \mathcal{I}_{d}^{t}(n)
$$

Let us prove the opposite inclusion. If $y \in \mathcal{I}_{d}^{t}(n), t \in S$ then $w_{i} y \equiv w_{j}(\bmod d)$. From this, it is clear that

$$
\frac{n}{d} w_{i} y \equiv \frac{n}{d} w_{j}(\bmod n),
$$

so $y \in V$ which concludes the proof.

The following corollary relates sizes of $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ and $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$.

Corollary 2.3. Let $V=\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ and $S=\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$, where $d \in \mathcal{D}_{A}$. Then,

$$
|V|=\frac{\phi(n)}{\phi(d)}|S| .
$$

Proof. From Lemma 2.15 we have that

$$
V=\bigcup_{t \in S} \mathcal{I}_{d}^{t}(n)
$$

By Lemma 2.5 it follows that

$$
\left|\mathcal{I}_{d}^{t}(n)\right|=\frac{\phi(n)}{\phi(d)}
$$

for each $t \in S$. This concludes the proof.

Example 2.1. Let $A=\{1,3,4,5,10,25,27,40\}$ considered as a subset of $\mathbb{Z}_{60}$ and $d=12$. Thus, we have

$$
A \cap \Omega_{12}=\{5,25\}
$$

Therefore, $A_{12}=\{1,5\}$. It is easy to see that $\operatorname{Stab}\left(A_{12}, \mathcal{I}(12)\right)=\{1,5\}$. According to Lemma 2.15

$$
\operatorname{Stab}(\{5,25\}, \mathcal{I}(60))=\mathcal{I}_{12}^{1}(60) \cup \mathcal{I}_{12}^{5}(60)=\{1,13,37,49\} \cup\{17,29,41,53\}
$$

Now, we are ready to give an algorithm that finds $\operatorname{Stab}(A, \mathcal{I}(n))$. As we already saw,

$$
\operatorname{Stab}(A, \mathcal{I}(n))=\bigcap_{i=1}^{u} \operatorname{Stab}\left(A \cap \Omega_{d_{i}}, \mathcal{I}(n)\right)
$$

Hence, $\operatorname{Stab}(A, \mathcal{I}(n)) \subseteq \operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ for each $d \in \mathcal{D}_{A}$. Therefore, it is clear that we can fix a particular $d \in \mathcal{D}_{A}$ and then single out the elements that fix $A$ from the $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$. Later, we will explain how to choose $d \in \mathcal{D}_{A}$ in order to find $\operatorname{Stab}(A, \mathcal{I}(n))$ most efficiently. According to Lemma 2.14, $A_{d}$ is disjoint union of some cosets of $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$. Suppose that

$$
\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)=\left\{t_{1}, t_{2}, \ldots, t_{r}\right\}
$$

Then, by Lemma 2.7 we have that

$$
\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)=\bigcup_{i=1}^{r}\left\{x \in \mathcal{I}(n) \mid x \equiv t_{i}(\bmod d)\right\}
$$

Obviously, $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ is not hard to generate once $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$ is known.
We give a rough estimate of the computational cost of finding $\operatorname{Stab}(A, \mathcal{I}(n))$. Let $f(U)$ be a function that represents the computational cost of checking if a single
element fixes set $U$. It is not hard to see that $f(U) \leq c_{1}|U|^{2}$, for some real constant $c_{1}$.

According to Lemma 2.14, it holds that $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right) \subseteq w^{-1} A_{d}$ for any $w \in A_{d}$. Therefore $\left|\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)\right| \leq\left|A_{d}\right|$. Obviously, $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$ could be found by going through the elements of $w^{-1} A_{d}$ and simply checking if they fix $A_{d}$. This could be done in at most $\left|A_{d}\right| f\left(A_{d}\right)$ operations. After $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ is generated, we need to check which of those elements fix $A$. This could be done in at most $\left|\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)\right| f(A)$ operations.

Note that, if $\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)$ is given, the generation of $\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)$ costs less than $c_{2}\left|A_{d}\right|(n / d)$, for some real constant $c_{2}$, according to Lemma 2.15.

Since

$$
\left|\operatorname{Stab}\left(A \cap \Omega_{d}, \mathcal{I}(n)\right)\right|=\frac{\phi(n)}{\phi(d)}\left|\operatorname{Stab}\left(A_{d}, \mathcal{I}(d)\right)\right| \leq \frac{\phi(n)}{\phi(d)}\left|A_{d}\right|
$$

it is reasonable to choose $d \in \mathcal{D}_{A}$ for which

$$
\left|A_{d}\right|^{3}+\frac{\phi(n)}{\phi(d)}\left|A_{d}\right||A|^{2}+\left|A_{d}\right| \frac{n}{d}
$$

is the smallest, although this analysis could be more sophisticated if $c_{1}, c_{2}$ are included. Thus, we just need to find the set $\mathcal{D}_{A}$ and the sets $A_{d}$, for each $d \in \mathcal{D}_{A}$. Given a set $A$, the set $\mathcal{D}_{A}$ could be easily found simply by taking $\operatorname{gcd}(a, n)$ for each $a \in A$. Finally, $A$ is partitioned into the collection of its subsets where each subset has the property that its elements have the same gcd with $n$. Here, we assume that $0 \notin A$, since everything fixes 0 so we can safely exclude it. If $A=\{0\}$ then clearly, $\operatorname{Stab}(A, \mathcal{I}(n))=\mathcal{I}(n)$. We present pseudo-code for the algorithm consisting of two functions, the auxilliary function $\operatorname{Fix}(\mathrm{B}, \mathrm{C}, \mathrm{m})$ and the main function $\operatorname{Stab}(\mathrm{A}, \mathrm{n})$. The function $\operatorname{Fix}(\mathrm{B}, \mathrm{C}, \mathrm{m})$ outputs all elements from the set $B$ that fix set $C$ in $\mathbb{Z}_{m}$. The function Stab uses two elementary functions Min(seq) and $\operatorname{Index}(\mathrm{t}, \mathrm{seq})$ that
return the minimum of the input sequence and the index of an element $t$ in the input sequence.

There is a straightforward procedure for finding the coset representatives ( transversal) of $\operatorname{Stab}(A, \mathcal{I}(n))$ in $\mathcal{I}(n)$. Consequently, that transversal can be used for finding the orbit of $A$ under $\mathcal{I}(n)$. As mentioned earlier, we are interested in the problem of determining whether two $k$-sets $A$ and $B$ belong to the same orbit. One inefficient way would be simply constructing the orbit of $A$ and checking if $B$ is inside. However, it is possible to do it more efficiently using a method similar to the one demonstrated for finding $\operatorname{Stab}(A, \mathcal{I}(n))$. First, it is clear that if $A$ and $B$ are in the same orbit, it must be $|A|=|B|, \mathcal{D}_{A}=\mathcal{D}_{B}=\mathcal{D}$ and $\left|A_{d}\right|=\left|B_{d}\right|$ for all $d \in \mathcal{D}$. These would be a necessary conditions and the first check for two sets to belong in the same orbit.

If any of those conditions are not satisfied, $A$ and $B$ are not in the same orbit. Let us suppose that all these conditions are indeed satisfied and let $d \in \mathcal{D}$ be fixed. If there exists $t \in \mathcal{I}(n)$, for which $t A=B$, then for $w^{\prime} \in \mathcal{I}(d)$, such that $w \equiv t(\bmod d)$, it holds that $t A_{d}=B_{d}$. If $1 \in A_{d}$, then $t \in B_{d}$. Otherwise, $t \in a^{-1} B_{d}$ for any particular $a \in A_{d}$. Therefore, after $d$ has been chosen, by going through $\mathcal{I}_{d}^{t}(n), t \in a^{-1} B_{d}$ it is possible to check whether $A$ and $B$ are in the same orbit or not. Hence, it seems reasonable to take $d \in \mathcal{D}$ such that $\left|A_{d}\right|$ is the smallest. We present a pseudo-code of the function $\operatorname{IsInOrbit}(A, B, n)$. The function outputs true if two sets $A$ and $B$ are in the same orbit. Otherwise it outputs false.

```
Function Fix ( \(B, C, m\) )
    \(K:=\{ \} ;\)
    for \(b \in B\) do
        \(S:=\{ \} ;\)
        for \(c \in C\) do
            pom \(:=\) bc mod \(m ; \quad S:=S \cup\{\) pom \(\} ;\)
        if \(S=C\) then
                \(K:=K \cup\{b\} ;\)
```

    return \(K\);
    Function $\operatorname{Stab}(A, n)$
$\mathcal{D}_{A}:=[] ;$
/* Assume that set $\mathcal{D}_{A}$ has been created */
for $d \in \mathcal{D}_{A}$ do
$A[d]:=\{ \} ;$
for $a \in A$ do
$u u:=\operatorname{gcd}(a, n) ; d:=n / u u ;$ pom $:=a / u u ; A[d]:=A[d] \cup\{$ pom $\} ;$
/* Sets $A_{d}$ have been created
opt $:=[] ;$
for $d \in \mathcal{D}_{A}$ do
$r r:=|A[d]|^{3}+\frac{\phi(n)}{\phi(d)}|A[d]||A|^{2}+\frac{n}{d}|A[d]| ;$ opt $:=[o p t, r r] ;$
ll:=Index(Min(opt),opt);
/* Choosing $d \in \mathcal{D}_{A}$ such that $\left|A_{d}\right|^{3}+\frac{\phi(n)}{\phi(d)}\left|A_{d}\right||A|^{2}+\left|A_{d}\right| \frac{n}{d}$ is the smallest. The one that has been found is denoted by $d_{0}$. */
$d_{0}:=\mathcal{D}_{A}[l l], S:=A\left[d_{0}\right] ;$
if $1 \notin S$ then
$S:=S[1]^{-1} S ;$
$\mathrm{SF}:=\operatorname{Fix}\left(\mathrm{S}, \mathrm{S}, d_{0}\right)$;
/* SF is actually $\operatorname{Stab}\left(A_{d_{0}}, \mathcal{I}\left(d_{0}\right)\right)$
$U:=\{ \} ;$
/* The following lines are just implementation of Lemma 2.15 */
for $e l \in S F$ do
for $j \in\left[1 . \frac{n}{d_{0}}\right]$ do
$p c m:=\left(e l+j d_{0}\right) \bmod n ;$
if $\operatorname{gcd}(p c m, n)=1$ then
$U:=U \cup\{p c m\} ;$
Stab: $=\mathbf{F i x}(\mathrm{U}, \mathrm{A}, \mathrm{n})$;
return Stab;

```
Function IsInOrbit \((A, B, n)\)
    if \(|A| \neq|B|\) then
        return false;
    if \(\mathcal{D}_{A} \neq \mathcal{D}_{B}\) then
        return false
    \(D:=\left[\mathcal{D}_{A}\right]\);
    for \(d \in D\) do
        \(A[d]:=B[d]:=\{ \} ;\)
    for \(a \in A\) do
        \(u u:=\operatorname{gcd}(a, n) ; d:=n / u u ;\) pom \(:=a / u u ; A[d]:=A[d] \cup\{\) pom \(\} ;\)
    for \(b \in B\) do
        \(\lfloor u u:=\operatorname{gcd}(b, n) ; d:=n / u u ;\) pom \(:=b / u u ; B[d]:=B[d] \cup\{\) pom \(\} ;\)
    opt1 \(:=[] ;\) opt \(2:=[]\);
    for \(d \in D\) do
        opt \(1:=\left[\right.\) opt \(\left.1,\left|A_{d}\right|\right] ;\) opt \(2:=\left[\right.\) opt \(\left.2,\left|B_{d}\right|\right] ;\)
    if opt \(1 \neq\) opt 2 then
        return false;
    \(l l:=\operatorname{Index}(\operatorname{Min}(o p t 1)) ; d_{o}:=D[l l] ; S:=A\left[d_{o}\right] ;\)
    if \(1 \notin S\) then
        \(S:=S[1]^{-1} B\left[d_{o}\right] ;\)
    for \(e l \in S\) do
        for \(j \in\left[1 . . \frac{n}{d_{o}}\right]\) do
            \(w:=\left(e l+j d_{o}\right) \bmod n ;\)
            if \(\operatorname{gcd}(w, n)=1\) then
                if \(w A=B\) then
                    return true;
    return false;
```


## Chapter 3

## Orbits of $k$-complete Sets

In this section, we introduce the notion of a $k$-complete set, that is, a set of nonnegative integers that contains exactly one number from each of the residue classes modulo $k$. The special importance of this type of sets will be emphasized later, regarding the group factorizations of $\mathbb{Z}_{m n}$, when $m$ and $n$ are relatively prime natural numbers. Since a $k$-complete set is a subset of size $k$, every result from the previous chapter regarding an arbitrary $k$-set, is applicable to a $k$-complete set as well.

First, we give some results regarding the representation of the group $\mathcal{I}(n)$ as a permutation group on $n$ points. The correlation of permutation representations of groups $\mathcal{I}(m), \mathcal{I}(n)$ with $\mathcal{I}(m n)$ when $\operatorname{gcd}(m, n)=1$ will be considered as a particularly interesting case.

### 3.1 The orbit signature

One of the frequent computational problems is to store orbits of a particular group action in an efficient way. Since every orbit is completely determined by its representative, it would be enough to store only orbit representatives and the function that describes
the action of the group $G$ on the set $\Omega$. On the other hand, for an efficient reconstruction of a particular orbit, it could be useful to have information on its size in advance. Hence, we introduce the notion of orbit signature of a group $G$ acting on a set $\Omega$. Let $g \in G$ be an arbitrary element. Consider a mapping $\pi_{g}: \Omega \rightarrow \Omega$ defined by

$$
\pi_{g}(\alpha)=g \cdot \alpha
$$

Basically, $\pi_{g}$ describes the action of $g$ on $\Omega$. In particular, $\pi_{g}$ is a bijection and thus a permutation on $\Omega$. Hence, the cycles in the permutation representation of $\pi_{g}$ are essentially the orbits of the group $H=\langle g\rangle$ acting on $\Omega$.

Definition 3.1. Let $G$ be a group acting on a finite set $\Omega$ and let

$$
\Omega=\bigcup_{i=1}^{k} O_{k}
$$

be the partition of $\Omega$ into the $k$ orbits induced by that action. We define an orbit signature of $G$, or shortly $\operatorname{osig}(G)$ as

$$
\operatorname{osig}(G):=\left[\alpha_{1}, r_{1}\right]\left[\alpha_{2}, r_{2}\right] \cdots\left[\alpha_{k}, r_{k}\right]
$$

where $\alpha_{i}$ is a representative of the orbit $O_{i}$ and $r_{i}=\left|O_{i}\right|$, for $1 \leq i \leq k$.

Note that the choice of representatives of the orbits $O_{i}$ in the previous definition is arbitrary. This means that in general there could be many ways to write the orbit signature of a particular group $G$. We now define $\operatorname{osig}(h)$ for $h \in G$.

Definition 3.2. Let $G$ be a group action on a finite set $\Omega$ and let $h \in G$ be an arbitrary element. Then

$$
\operatorname{osig}(h):=\operatorname{osig}(H)
$$

where $H=\langle h\rangle$ and we assume the corresponding action of the group $H$ on the set $\Omega$.

We consider the natural permutation representation of $\mathcal{I}(n)$ on $n$ points. For every $a \in \mathcal{I}(n)$, a permutation on $n$ points is constructed by the mapping $\pi_{a}(x)=a x$ where $x \in\{0,1, \ldots, n-1\}$. This gives a permutation representation

$$
a \longrightarrow \pi_{a}
$$

where $a \in \mathcal{I}(n)$. The permutation $\pi_{a}$, given in cycle form is as follows:

$$
\left(a_{1}, a a_{1}, \ldots, a^{r_{1}-1} a_{1}\right)\left(a_{2}, a a_{2}, \ldots, a^{r_{2}-1} a_{2}\right) \ldots\left(a_{l}, a a_{l}, \ldots, a^{r_{l}-1} a_{l}\right)
$$

where $r_{1}+r_{2}+\ldots+r_{l}=n$. Since zero is always fixed, we will assume that $a_{l}=0$ and therefore $r_{l}=1$. Thus, the orbit signature of $\pi_{a}$ is

$$
\operatorname{osig}(a)=\left[a_{1}, r_{1}\right]\left[a_{2}, r_{2}\right] \ldots\left[a_{l}, r_{l}\right]
$$

or, for short

$$
\operatorname{osig}(a)=\prod_{i=1}^{l}\left[a_{i}, r_{i}\right]
$$

Note that we have just identified $\pi_{a}$ with $a$ here. In particular we call the components $\left[a_{i}, r_{i}\right]$ of the signature $\operatorname{osig}(a)$, the factors of the orbit signature. Let us define the length $|\operatorname{osig}(a)|$ of the orbit signature as

$$
|\operatorname{osig}(a)|=r_{1}+r_{2}+\ldots+r_{l}
$$

In what follows, by an orbit of $a \in \mathcal{I}(n)$ we will always mean an orbit of the cyclic group $\langle a\rangle$ acting by multiplication on $\mathbb{Z}_{n}$.

Example 3.1. Consider the element $5 \in \mathcal{I}(18)$. We have

$$
\pi_{5}=(1,5,7,17,13,11)(2,10,14,16,8,4)(3,15)(6,12)(9)(0) .
$$

Hence,

$$
\operatorname{osig}(5)=[1,6][2,6][3,2][6,2][9,1][0,1] .
$$

### 3.2 Orbit signature of elements of $\mathcal{I}(m n)$ where

$$
\operatorname{gcd}(m, n)=1
$$

Consider an element $g \in \mathcal{I}(m n)$ such that

$$
g \equiv a \quad(\bmod m), \quad g \equiv b \quad(\bmod n)
$$

We explore how the orbit signature of an element $g \in \mathcal{I}(m n)$ depends on the orbit signatures of $a \in \mathcal{I}(m)$ and $b \in \mathcal{I}(n)$. In general, we are interested in obtaining the representation of $\pi_{g}$ on $m n$ points, given representations on $m$ and $n$ points where $m$ and $n$ are relatively prime.

Theorem 3.1. Let $m$ and $n$ be two positive, relatively prime integers and let

$$
\operatorname{osig}(a)=\prod_{i=1}^{l}\left[a_{i}, r_{i}\right], \quad \operatorname{osig}(b)=\prod_{j=1}^{t}\left[b_{j}, h_{j}\right]
$$

be the orbit signatures of the elements $a \in \mathcal{I}(m)$ and $b \in \mathcal{I}(n)$ respectively. Then, for $g \in \mathcal{I}(m n)$, such that $g \equiv a(\bmod m), \quad g \equiv b(\bmod n)$ it follows that

$$
\operatorname{osig}(g)=\prod_{i=1}^{l} \prod_{j=1}^{t} \prod_{s=0}^{u(i, j)}\left[w_{i j s}, q_{i j}\right]
$$

where $w_{i j s}$ is the element of $\mathbb{Z}_{m n}$ such that

$$
\begin{aligned}
w_{i j s} & \equiv a_{i} a^{s} \quad(\bmod m) \\
w_{i j s} & \equiv b_{j} \quad(\bmod n)
\end{aligned}
$$

and $u_{i j}=\operatorname{gcd}\left(r_{i}, h_{j}\right)-1, \quad q_{i j}=\operatorname{lcm}\left(r_{i}, h_{j}\right)$.

Proof. Since $m$ and $n$ are relatively prime we have that :

$$
\mathbb{Z}_{m n} \cong \mathbb{Z}_{m} \times \mathbb{Z}_{n}
$$

(for example see [1].) Therefore, each element $x$ of $\mathbb{Z}_{m n}$ can be viewed as an ordered pair, an image of $x$ in the isomorphism

$$
x \rightarrow(x \bmod m, x \bmod n) .
$$

Moreover, since $\operatorname{gcd}(n, m)=1, \mathcal{I}(m n) \cong \mathcal{I}(m) \times \mathcal{I}(n)$, and $g \in \mathcal{I}(m n)$ can be viewed as an ordered pair $(a, b) \in \mathcal{I}(m) \times \mathcal{I}(n)$. We prove that all elements of type $w_{i j s}$ for different $i, j, s$, defined as in the statement of the theorem belong to different orbits. In the terms of the ordered pairs, it means that $\left(a_{i} a^{s}, b_{j}\right)$ for different $i, j, s$ belong to different orbits. It is clear that the ordered pair $\left(a_{i_{1}} a^{s_{1}}, b_{j_{1}}\right)$ can not be in the same orbit as $\left(a_{i_{2}} a^{s_{2}}, b_{j_{2}}\right)$ if $i_{1} \neq i_{2}$ or $j_{1} \neq j_{2}$. Thus, the only remaining case is when two pairs are of the form $\left(a_{i} a^{s_{1}}, b_{j}\right)$ and $\left(a_{i} a^{s_{2}}, b_{j}\right)$ and $s_{1} \neq s_{2}$. Suppose that $\left(a_{i} a^{s_{1}}, b_{j}\right)$ and $\left(a_{i} a^{s_{2}}, b_{j}\right)$ belongs to the same orbit. Here, we have $0 \leq s_{1}, s_{2}<\operatorname{gcd}\left(r_{i}, h_{j}\right)$. Suppose that $x>0$ and $s_{1}>s_{2}$. Since

$$
a_{i} a^{s_{1}-s_{2}+x}=a_{i} \quad(\bmod m), \quad b_{j} b^{x}=b_{j} \quad(\bmod n)
$$

then it follows that $s_{1}-s_{2}+x=r_{i} t_{1}$ and $x=h_{j} t_{2}$. From here, we have $s_{1}-s_{2}=$ $r_{i} t_{1}-h_{j} t_{2}$. However $r_{i} t_{1}-h_{j} t_{2}=\operatorname{gcd}\left(r_{i}, h_{j}\right) z$ and then $s_{1}-s_{2}=\operatorname{gcd}\left(r_{i}, h_{j}\right) z$ what is not possible.

It is clear that in the orbit $\left(a_{i} a^{s_{2}}, b_{j}\right)$ must be exactly $\operatorname{lcm}\left(r_{i}, h_{j}\right)$ elements. At the end, note that

$$
|\operatorname{osig}(g)|=\sum_{i, j} \operatorname{gcd}\left(r_{i}, h_{j}\right) \operatorname{lcm}\left(r_{i}, h_{j}\right)=\sum_{i, j} r_{i} h_{j}=m n
$$

and therefore the collection of orbits and their representatives is complete.

The previous theorem apparently constitutes an algorithm for constructing the orbit signature of an element $g \in Z_{n m}$, given the orbit signatures of the constituents $a \in \mathbb{Z}_{n}$ and $b \in \mathbb{Z}_{m}, \operatorname{gcd}(m, n)=1$, where

$$
g \equiv a \quad(\bmod m), \quad g \equiv b \quad(\bmod n) .
$$

Corollary 3.1. Considering all conditions and the notation from Theorem 3.1, the number of orbits of the group $\langle g\rangle$ acting on the set of elements of $\mathbb{Z}_{m n}$ is

$$
\sum_{i=1}^{l} \sum_{j=1}^{t} \operatorname{gcd}\left(r_{i}, h_{j}\right)
$$

Proof. By Theorem 3.1, element $g$ has the orbit signature

$$
\operatorname{osig}(g)=\prod_{i=1}^{l} \prod_{j=1}^{t} \prod_{s=0}^{u(i, j)}\left[w_{i j s}, q_{i j}\right]
$$

where $u_{i j}=\operatorname{gcd}\left(r_{i}, h_{j}\right)-1$. Clearly, the number of orbits is

$$
\sum_{i=1}^{l} \sum_{j=1}^{t} \operatorname{gcd}\left(r_{i}, h_{j}\right)
$$

We say that that a $k$-complete set is normalized if it contains 0 . Let $\mathcal{C}_{m}$ be the set of all $m$-complete, sets in the $\mathbb{Z}_{m n}$. Recall, a $m$-complete set $A=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$, $a_{i} \in \mathbb{Z}_{m n}$ is a set such that $a_{i} \not \equiv a_{j}(\bmod m)$, for $i \neq j$.

For an $m$-complete set $A=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ and $g \in \mathcal{I}(m n)$, we consider a group action

$$
(g, A) \rightarrow g A
$$

In order to confirm that $g A \in \mathcal{C}_{m}$, for any $A \in \mathcal{C}_{m}$ and $g \in \mathcal{I}(m n)$, we need the following simple lemma.

Lemma 3.1. Let $A=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ be an $m$-complete set and let $k$ be a natural number such that $\operatorname{gcd}(k, m)=1$. Then $k A=\left\{k a_{1}, k a_{2}, \ldots, k a_{m}\right\}$ is also an $m$-complete set.

Proof. Since $k$ has a multiplicative inverse, $k a_{i}-k a_{j} \equiv 0(\bmod m)$ implies $a_{i}-a_{j} \equiv$ $0(\bmod m)$. However, this is possible only if $i=j$. More generally, if $\operatorname{gcd}(k, m)=1$, then

$$
\left\{k a_{r}+l \mid 1 \leq r \leq m\right\}
$$

is a $m$-complete set for any $l \in \mathbb{Z}$.

Note that the previous lemma holds also when instead of $m$-complete, we put a normalized $m$-complete set.

Our goal is to determine the number of orbits of the previous action. For that
purpose, the Cauchy-Frobenius theorem will be used. We need to find $|\operatorname{Fix}(g)|$ for each $g \in \mathcal{I}(m n)$, where

$$
\operatorname{Fix}(g)=\left\{A \mid g A=A, A \in \mathcal{C}_{m}\right\}
$$

We begin by introducing the orbit similarity, a new notion that we will need later.

Definition 3.3. Let $G$ and $H$ be groups acting on the sets $\Omega_{1}$ and $\Omega_{2}$ respectively. Let $\phi: \Omega_{1} \rightarrow \Omega_{2}$ be a mapping. We say that an orbit $O_{2} \subset \Omega_{2}$ is $\phi$-similar to an orbit $O_{1} \subset \Omega_{1}$ if it holds that

$$
\left|O_{1}\right|=\left|O_{2}\right| \text { and } \phi\left(O_{1}\right)=O_{2} .
$$

Lemma 3.2. Let $m$ and $n$ be relatively prime natural numbers. Let $g \in \mathcal{I}(m n)$, $a \in \mathcal{I}(m), b \in \mathcal{I}(n)$ so it holds that

$$
g \equiv a \quad(\bmod m), \quad g \equiv b \quad(\bmod n),
$$

and

$$
\operatorname{osig}(a)=\prod_{i=1}^{l}\left[a_{i}, r_{i}\right], \quad \operatorname{osig}(b)=\prod_{j=1}^{t}\left[b_{j}, h_{j}\right]
$$

Let $\phi(x)=x$ mod $m$ be the mapping from $\mathbb{Z}_{m n}$ to $\mathbb{Z}_{m}$. Let $\left[a_{f}, r_{f}\right]$ be an arbitrary orbit of the group $H=\langle a\rangle$ in its permutation representation on $m$ points. Then, the number of orbits of the group $G=\langle g\rangle$ acting on $\mathbb{Z}_{m n}$ that are $\phi$-similar to $\left[a_{f}, r_{f}\right]$ is

$$
\sum_{h_{j} \mid r_{f}} h_{j} \quad(1 \leq j \leq t)
$$

Proof. By Theorem 3.1 we know that

$$
\operatorname{osig}(g)=\prod_{i=1}^{l} \prod_{j=1}^{t} \prod_{s=0}^{u(i, j)}\left[w_{i j s}, q_{i j}\right]
$$

where $w_{i j}$ is an element of $\mathbb{Z}_{m n}$ such that

$$
\begin{gathered}
w_{i j s} \equiv a_{i} a^{s} \quad(\bmod m) \\
w_{i j s} \equiv b_{j} \quad(\bmod n)
\end{gathered}
$$

We show that $\left[w_{i j s}, q_{i j}\right]$ is $\phi$-similar to $\left[a_{f}, r_{f}\right]$ if and only if $i=f$ and $q_{i j}=r_{f}$. Suppose that $\left[w_{i j s}, q_{i j}\right]$ is $\phi$-similar to $\left[a_{f}, r_{f}\right]$. Since $\phi\left(w_{i j s}\right)=a_{i} a^{s}$, than it must be that $i=f$. The condition $q_{i j}=r_{f}$ follows directly from the definition of $\phi$-similarity. Suppose that $i=f$ and $q_{i j}=r_{f}$. Considering that $a_{f} a^{r_{f}}=a_{f} a$, we have

$$
\left\{a_{f}, a_{f} a, \ldots, a_{f} a^{r_{f}-1}\right\}=\left\{a_{f} a^{s}, \ldots, a_{f} a^{r_{f}+s-1}\right\}
$$

From here, we conclude that the orbit $\left[w_{f j s}, q_{f j}\right]$ is $\phi$-similar to $\left[a_{f}, r_{f}\right]$ for each $j$ such that $q_{f j}=r_{f}$. Now, it is easy to count the number of similar orbits to the $\left[a_{f}, r_{f}\right]$. It is apparent that $q_{f j}=\operatorname{gcd}\left(r_{f}, h_{j}\right)=r_{f}$ if and only if $h_{j} \mid r_{f}$. Therefore, for each $j$ such that $h_{j} \mid r_{f}$, orbit $\left[w_{f j s}, q_{f j}\right]$ is $\phi$-similar to $\left[a_{f}, r_{f}\right]$ for each $s$. Since $0 \leq s \leq h_{j}-1$, there is exactly $h_{j}$ such orbits. Hence, the claim has been proven.

Considering the mapping $\phi$ defined as in Lemma 3.2, it is clear that $\phi$-similar orbits $\left[w_{f j s}, q_{f j}\right]$ and $\left[a_{f}, r_{f}\right]$ contain the same residue classes modulo $m$. Therefore, $\left[w_{f j s}, q_{f j}\right]$ is a subset of an $m$-complete set in $\mathbb{Z}_{m n}$. From this simple observation, we have the following lemma.

Lemma 3.3. Let $m$ and $n$ be relatively prime natural numbers. Let $g \in \mathcal{I}(m n)$,
$a \in \mathcal{I}(m), b \in \mathcal{I}(n)$ such that

$$
g \equiv a \quad(\bmod m) \quad g \equiv b \quad(\bmod n)
$$

and

$$
\operatorname{osig}(a)=\prod_{i=1}^{l}\left[a_{i}, r_{i}\right], \quad \operatorname{osig}(b)=\prod_{j=1}^{t}\left[b_{j}, h_{j}\right] .
$$

Then, the number of $m$-complete sets in $\mathbb{Z}_{m n}$, fixed by the element $g$ is

$$
|\operatorname{Fix}(g)|=\prod_{i=1}^{l} \sum_{h_{j} \mid r_{i}} h_{j} \quad(1 \leq j \leq t)
$$

Proof. Let $A \subset \mathbb{Z}_{m n}$ be an $m$-complete set, fixed by an element $g$. Then, $A\langle g\rangle=A$. Therefore, $A$ must be the union of some orbits of $g$. In other words, $A$ must be the union of some cycles of $g$ in its permutation representation. However, we should consider just those orbits that are $\phi$-similar orbits of $a$ since just those orbits are blocks of an $m$-complete set. Here, we naturally assume that $\phi(x)=x \bmod m$. As we concluded in Lemma 3.2, the number of orbits of $g$ similar to the particular orbit $\left[a_{i}, r_{i}\right]$ is

$$
\sum_{h_{j} \mid r_{i}} h_{j} .
$$

Therefore, the number of $m$-complete sets, fixed by an element $g$ is simply the product of those numbers where $1 \leq i \leq l$. This concludes the proof.

Example 3.2. Let us consider the number of 5 -complete sets, fixed by $3 \in \mathcal{I}(40)$. Considering that $\mathbb{Z}_{40} \cong \mathbb{Z}_{5} \times \mathbb{Z}_{8}$, we have

$$
a \equiv(1,3,4,2)(0), \quad b \equiv(1,3)(2,6)(5,7)(4)(0)
$$

and then

$$
\operatorname{osig}(a)=[1,4][0,1], \quad \operatorname{osig}(b)=[1,2][2,2][5,2][4,1][0,1] .
$$

Following the notation of the previous lemma, we see that $r_{1}=4, r_{2}=1, h_{1}=h_{2}=$ $h_{3}=2, h_{4}=h_{5}=1$. Using the given formula, we get

$$
\operatorname{Fix}(3)=\left(h_{1}+h_{2}+h_{3}+h_{4}+h_{5}\right)\left(h_{4}+h_{5}\right)=(2+2+2+1+1)(1+1)=16
$$

Thus, there should be sixteen 5 -complete sets in $\mathbb{Z}_{40}$ fixed by element $3 \in \mathcal{I}_{40}$. Indeed, by direct computation, we obtain all of them

$$
\begin{gathered}
\{0,1,3,9,27\},\{0,2,6,14,18\},\{0,11,17,19,33\},\{0,8,16,24,32\}, \\
\{0,7,21,23,29\},\{0,22,26,34,38\},\{0,13,31,37,39\},\{0,4,12,28,36\} \\
\{1,3,9,20,27\},\{2,6,14,18,20\},\{11,17,19,20,33\},\{8,16,20,24,32\} \\
\{7,20,21,23,29\},\{20,22,26,34,38\},\{13,20,31,37,39\},\{4,12,20,28,36\} .
\end{gathered}
$$

Lemma 3.4. Consider all conditions and notation from Lemma 3.3. The number of normalized $m$-complete sets fixed by an element $g$ is equal to

$$
|\operatorname{Fix}(g)|=\prod_{i=1}^{l-1} \sum_{h_{j} \mid r_{i}} h_{j} \quad(1 \leq j \leq t)
$$

Proof. Recall that $\left[a_{l}, r_{l}\right]=[0,1]$. Since we consider that a normalized $m$-complete set always contains zero, then we see that in this case $\alpha_{l}=1$. Therefore, the number of normalized $m$-complete sets fixed by an element $g$ is equal to the product given in the statement of the lemma.

Example 3.3. According to Example 3.2, we see that number of normalized 5complete subsets of $\mathbb{Z}_{40}$ fixed by $3 \in \mathcal{I}(40)$ is 8 ,

$$
\begin{aligned}
&\{0,1,3,9,27\},\{0,2,6,14,18\},\{0,11,17,19,33\},\{0,8,16,24,32\} \\
&\{0,7,21,23,29\},\{0,22,26,34,38\},\{0,13,31,37,39\},\{0,4,12,28,36\}
\end{aligned}
$$

that corresponds to the result

$$
h_{1}+h_{2}+h_{3}+h_{4}+h_{5}=8
$$

obtained by the formula in the previous lemma.
By applying Theorem 2.4 (Cauchy-Frobenius) we calculate the number of orbits of (normalized) $m$-complete sets. The number of orbits is

$$
s=\frac{1}{\phi(m n)} \sum_{g \in \mathcal{I}(m n)}|\operatorname{Fix}(g)|
$$

where $\operatorname{Fix}(g)$ are calculated as in Lemma 3.3 and Lemma 3.4 respectively.

Example 3.4. Let us calculate the number of orbits of 5 -complete sets in $\mathbb{Z}_{40}$. The number of 5 -complete sets fixed by particular elements is given in the following sequence. $|\operatorname{Fix}(1)|=32768,|\operatorname{Fix}(3)|=16,|\operatorname{Fix}(7)|=16, \quad|\operatorname{Fix}(9)|=512, \quad|\operatorname{Fix}(11)|=$ 32, $|\operatorname{Fix}(13)|=32,|\operatorname{Fix}(17)|=64,|\operatorname{Fix}(19)|=128,|\operatorname{Fix}(21)|=1024,|\operatorname{Fix}(23)|=$ $16,|\operatorname{Fix}(27)|=16,|\operatorname{Fix}(29)|=256,|\operatorname{Fix}(31)|=32,|\operatorname{Fix}(33)|=64,|\operatorname{Fix}(37)|=$ $32,|\operatorname{Fix}(39)|=128$.

Therefore, by the Cauchy-Frobenius formula, we have 2196 orbits of 5-complete sets in $\mathbb{Z}_{40}$.

## Chapter 4

## Group Factorizations

The main topic of this chapter is group factorizations. As it has been noted in the introduction, the main goal is to give a theoretical background and develop some tools for factorizations of non-abelian groups. In this context, we generalize a number of known results from the abelian case to the general case. We introduce the concept of free mappings, by which it is possible to construct nontrivial factorizations of a wide class of groups. Particularly, we show how free mappings can be applied in the factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ and $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$, where $p$ and $q$ are different primes. At the end of this chapter, we give a connection between group factorizations of $\mathbb{Z}_{m n}$ and the group action of $\mathcal{I}(m n)$ on $m$ and $n$-complete subsets of $\mathbb{Z}_{m n}$, if $m$ and $n$ are relatively prime numbers.

### 4.1 Preliminary results

Definition 4.1. We say that a list of $k \geq 2$ subsets $\alpha=\left[B_{1}, B_{2}, \ldots, B_{k}\right]$ of a group $G$ is a factorization of $C \subseteq G$ if $C=B_{1} B_{2} \ldots B_{k}$ and every $c \in C$ has a unique representation as a product $c=b_{1} b_{2} \ldots b_{k}, \quad b_{i} \in B_{i}, 1 \leq i \leq k$. We call the subsets $B_{i}$, the blocks of the factorization $\alpha$ and each block a factor. The factorization is
called normalized if each block $B_{i}$ contains the identity element (as does $C$ itself). When $C$ is finite we say that the type of $\alpha$ is $\left(r_{1}, r_{2}, \ldots, r_{k}\right)$, where $\left|B_{i}\right|=r_{i}$ for $1 \leq i \leq k$.

A factorization $\alpha=\left[B_{1}, B_{2}, \ldots, B_{k}\right]$ of a group $G$ is said to be proper if $\left|B_{i}\right| \neq 1$ and $B_{i} \neq G$, for every $i, 1 \leq i \leq k$. The following theorem, although elementary in its nature turns out to be very useful for analyzing group factorizations.

Theorem 4.1. Let $A, B, C$ be finite subsets of a group $G$ with $A B \subseteq C$. Then any two of the following implies the third. Furthermore, the three conditions are equivalent to $[A, B]$ being a factorization of $C$.
(a) $A B \supseteq C$;
(b) $\left(A^{-1} A\right) \cap\left(B B^{-1}\right)=\{e\}$;
(c) $|A||B|=|C|$;

Proof. Let $P$ be the set of ordered pairs $A \times B$ and consider the product map $f$ : $P \rightarrow C$ given by $f:(a, b) \mapsto a b$. Then $[A, B]$ is a factorization of $C$ exactly when the map $f$ is a bijection from $P$ to $C$. It remains only to note that the three conditions are
(a) $f$ maps $P$ onto $C$;
(b) $f$ is one-to-one;
(c) $|P|=|C|$;

For (b) observe that $a_{1} b_{1}=a_{2} b_{2}$ exactly if $a_{2}^{-1} a_{1}=b_{2} b_{1}^{-1}$.

The following lemma gives an algorithmic procedure for constructing a factorization of a given group $G$.

Lemma 4.1. Let $\{e\}=G_{0} \leq G_{1} \leq \ldots \leq G_{k}=G$ be a chain of subgroups and let $B_{i}$ be a complete set of right representatives of $G_{i-1}$ in $G_{i}$, for $1 \leq i \leq k$. Then, $\alpha=\left[B_{1}, \ldots, B_{k}\right]$ is a factorization of $G$.

Proof. Let $g \in G$ be an arbitrary element. There exists a unique $b_{k-1} \in B_{k-1}$ such that $g \in G_{k-1} b_{k-1}$. Then $g b_{k-1}^{-1} \in G_{k-1}$. Similarly, there exists a unique $b_{k-2} \in$ $B_{k-2}$ such that $g b_{k-1}^{-1} \in G_{k-2} b_{k-2}$ and consequently $g b_{k-1}^{-1} b_{k-2}^{-1} \in G_{k-2}$. Continuing this process, we have the sequence $b_{1}, b_{2}, \ldots, b_{s}$, unique to chosen $g \in G$ such that $g b_{k-1}^{-1} b_{k-2}^{-1} \ldots b_{1}^{-1} \in G_{0}$. Therefore, $g=b_{1} \ldots b_{k}$ and $b_{i} \in B_{i}$ for $1 \leq i \leq k$. Thus, $\alpha$ is a factorization of $G$.

Specific type of group factorization $\alpha=\left[B_{1}, \ldots, B_{s}\right]$ of a group $G$, derived from the chain of groups

$$
\{e\}=G_{0} \leq G_{1} \leq \ldots \leq G_{s}=G
$$

where $B_{i}$ is a set of complete representatives of $G_{i-1}$ in $G_{i}$ is called a transversal factorization. Denote by $\mathcal{T}(G)$ be the collection of transversal factorizations of $G$. Note that whenever a group $G$ has a proper subgroup, there exists a proper factorization.

Example 4.1. In particular, let $G$ be a permutation group acting on the set $\Omega=$ $\{1,2, \ldots, n\}$. Consider the sequence of subgroups $G_{i}$, such that $G_{i}$ fixes pointwise the letters from the set $\{1,2, \ldots, i\}$. Then

$$
G \geq G_{1} \geq G_{2} \geq \ldots \geq G_{n} \geq\{e\}
$$

Therefore, it is very easy to find a chain of subgroups and consequently a factorization, when $G$ is a permutation group.

Let $\mathcal{R}(G)$ be the collection of factorizations of $G$ where at least one block is a nontrivial subgroup of $G$. It is of particular interest to explore conditions under which every factorization of a group $G$ belongs to $\mathcal{T}(G)$ or $\mathcal{R}(G)$. The solutions to this type of problems are in general more developed in the case when $G$ is abelian.

### 4.1.1 Transformations on factorization

Here, we will assume that $\alpha=\left[B_{1}, B_{2}, \ldots, B_{k}\right]$ is a factorization of a group $G$. By applying certain transformations on $\alpha$, new factorizations can be obtained. We list some of them.

Fusing blocks We can create a new factorization $\beta$ by fusing two consecutive blocks of $\alpha$ say $B_{i}$ and $B_{i+1}$ to a single block $C=\left\{x y \mid x \in B_{i}, y \in B_{i+1}\right\}$. Thus, if $g=s_{1} s_{2} \ldots s_{i} s_{i+1} \ldots s_{k}$ is the factorization of $g$ with respect to $\alpha$, then the factorization of $g$ with respect to $\beta$ will be $g=s_{1} s_{2} \ldots s_{i-1} t s_{i+2} \ldots s_{k}$, where $t=s_{i} s_{i+1}$. In this case, we say that $\alpha$ is a refinement of $\beta$.

Sandwiching Let $g_{1}, g_{2}, \ldots, g_{k+1}$ be an arbitrary sequence of elements in $G$. Then $\beta=\left[C_{1}, C_{2}, \ldots, C_{k}\right]$ is a factorization of $G$, where $C_{i}=g_{i}^{-1} B_{i} g_{i+1}$ for $1 \leq i \leq k$. Note that when $G$ is an abelian group, then $\beta=\left[B_{1}, B_{2}, \ldots, g B_{i}, \ldots, B_{k}\right]$ is a factorization for any $g \in G$. Consequently, $\gamma=\left[C_{1}, C_{2}, \ldots, C_{k}\right]$ is a factorization of $G$, where $C_{i}=B_{i} g_{i}$ for $g_{i} \in G, \quad 1 \leq i \leq k$.

Exponentiation Under certain conditions, raising a block of $\alpha$ elementwise to a fixed power induces a new factorization.

In general, it holds that $\beta=\left[B_{k}^{-1}, B_{k-1}^{-1}, \ldots, B_{1}^{-1}\right]$ is a factorization of group $G$. In this case we say that $\beta$ is the inverse factorization of $\alpha$, denoted by $\beta=$ $\alpha^{-1}$. Let $g^{-1}=s_{1} s_{2} \ldots s_{k}$ be the factorization of $g^{-1}$ with respect to $\alpha$. Thus, $g=s_{k}^{-1} s_{k-1}^{-1} \ldots s_{1}^{-1}$ is the factorization of $g$ with respect to $\beta$. As it has been shown in [19], when $G$ is a finite abelian group, then $\gamma=\left[C_{1}, C_{2}, \ldots, C_{k}\right]$ is a factorization
of $G$, where $C_{i}=B_{i}^{m_{i}}$, and $m_{i}$ are integers such that $\operatorname{gcd}\left(m_{i},\left|B_{i}\right|\right)=1$ for $1 \leq i \leq k$. Note that $\alpha^{-1} \in \mathcal{T}(G)$ whenever $\alpha \in \mathcal{T}(G)$.

Automorphism action Let $\phi$ be an automorphism of group $G$. Then, it follows that $\beta=\left[C_{1}, C_{2}, \ldots, C_{k}\right]$ is a factorization of $G$, where $C_{i}=\phi\left(B_{i}\right)$ for $1 \leq i \leq k$. Let $g$ be an arbitrary element of $G$. Let $\phi^{-1}(g)=b_{1} b_{2} \ldots b_{k}$ be the unique factorization of $\phi^{-1}(g)$ with respect to $\alpha$. By applying the automorphism $\phi$ to the both sides we have that $g=\phi\left(b_{1}\right) \phi\left(b_{2}\right) \ldots \phi\left(b_{k}\right)$. Suppose that $g=\phi\left(b_{1}^{\prime}\right) \phi\left(b_{2}^{\prime}\right) \ldots \phi\left(b_{k}^{\prime}\right)$, where $b_{i}^{\prime} \in B_{i}, \quad 1 \leq i \leq k$. Then $\phi\left(b_{1} b_{2} \cdots b_{k}\right)=\phi\left(b_{1}^{\prime} b_{2}^{\prime} \cdots b_{k}^{\prime}\right)$ and therefore $b_{1} b_{2} \cdots b_{k}=$ $b_{1}^{\prime} b_{2}^{\prime} \cdots b_{k}^{\prime}$. We conclude that $b_{i}=b_{i}^{\prime}, \quad 1 \leq i \leq k$ and accordingly $\phi\left(b_{i}\right)=\phi\left(b_{i}^{\prime}\right), \quad 1 \leq$ $i \leq k$.

### 4.2 Replacement of factors

Here we present some important results in the theory of group factorizations. Some of the proofs are omitted due to their complexity, so we refer the reader to references [19] and [6] for further reading. Also, a number of theorems are generalized from the abelian case to the general case.

If $A$ and $A^{\prime}$ are subsets of the finite group $G$ such that, for every subset $B$ of $G$, if $\alpha=[A, B]$ is a factorization of $G$, then $\beta=\left[A^{\prime}, B\right]$ is also factorization of $G$, then we say that $A$ is replaceable by $A^{\prime}$.

The subset $A$ of the finite group $G$ is said to be simulated if there is a subgroup $H$ of $G$ such that $|A|=|H| \geq 3$ and $|A \cap H|+1 \geq|A|$. Basically, a simulated subset is either a subgroup of more than two elements or differs from such a subgroup by one element. In this case, the group $H$ is said to be the corresponding subgroup of the set $A$. It can be seen that $|A| \geq 3$ implies that there is a unique subgroup that can differ by one element from $A$.

A subset $A$ is defined left periodic if there exits and element $g$ of $G \backslash\{e\}$ with $g A=A$. We refer to such elements $g$ as left periods of $A$. Similarly, we define right periodic subsets and right periods. If $g \in G$ is both a left and right period of a subset $A$, then we say that $A$ is periodic and $g$ is a period of $A$. The empty set and the identity element $e$ are not considered to be periodic. To a nonempty subset $A$ of a finite group $G$ we assign the subset $L$ such that

$$
L=\bigcap_{a \in A} A a^{-1} .
$$

Lemma 4.2. Let $A$ be a nonempty subset of a finite group $G$. If for the subset $L$ assigned to $A$ it holds that $L \neq\{e\}$, then $A$ is left periodic.

Proof. Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$. Since $A$ is not empty, $e \in L$. Suppose that $g \in L \backslash\{e\}$. Such $g$ does exist since $L$ is larger than $\{e\}$. As $A$ is not empty, there are elements $b_{1}, \ldots, b_{n} \in A$ such that

$$
g=b_{1} a_{1}^{-1}=\cdots=b_{n} a_{n}^{-1} .
$$

Note that $b_{1}, \ldots, b_{n}$ are pairwise distinct elements of $A$. Since $b_{1}, \ldots, b_{n}$ are different elements they are all the elements of $A$. Consequently,

$$
g A=\left\{g a_{1}, \ldots, g a_{n}\right\}=\left\{b_{1} a_{1}^{-1} a_{1}, \ldots, b_{n} a_{n}^{-1} a_{n}\right\}=\left\{b_{1}, \ldots, b_{n}\right\}=A .
$$

Note that the set of left periods of $A$ is a subgroup of finite group $G$. Let $K$ be a group of left periods of set $A$. Then, $K a \subset A$ for every $a \in A$. Therefore,

$$
A=\bigcup_{a \in A} K a .
$$

Lemma 4.3. Let $A$ be a simulated subset of finite group $G$ and let $H$ be the corresponding subgroup of $A$. If $A$ is left periodic, then $A=H$.

Proof. Suppose $A=(H \backslash\{h\}) \cup\{h d\}$, where $h \in H, d \in G$. Let $g$ be a left period of $A$ and suppose $\operatorname{ord}(g)=r$. We may assume that $r$ is prime since if $g$ is a left period than any power of is again left period. The permutation defined by:

$$
a \rightarrow g a, a \in A
$$

consists of cycles of length $r$. No fixed points can exist because $g a=a$ would imply that $g=1$.

Consider the cycle of $g$ which contains $h d$. If $r \geq 3$, then there must be at least two further elements $a$ and $b$ in this cycle contained in $H$. So $g^{t} a=b$ for some $t, 0 \leq t \leq r-1$. Therefore $g \in H$. Similarly, $g^{s} a=h d$ for some $s, 0 \leq s \leq r-1$ and so $d \in H$. If $r=2$, then since $|A| \geq 3$ the permutation must contain at least one additional cycle. As before, using the second cycle we can see that $g \in H$ and using the first cycle we have that $d \in H$.

The following theorem is an important step for proving Hajós's Theorem that will be stated later.

Theorem 4.2. If $\alpha=\left[A_{1}, \ldots, A_{n}\right]$ is a factorization of the finite abelian group $G$ where the factors are simulated subsets of $G$, then at least one of the blocks $A_{i}$ for $1 \leq i \leq n$ must be a subgroup of $G$.

Lemma 4.4. Let $\alpha=[A, B]$ be a factorization of a finite abelian group $G$. Suppose that $A=\left\{h_{1}, \ldots, h_{s-1}, h_{s} d\right\}$ is a simulated subset and $H=\left\{h_{1}, \ldots, h_{s-1}, h_{s}\right\}$ is the corresponding subgroup of $G$. Then $d B=B$ and

$$
G=\left\{h_{1}, \ldots, h_{i-1}, h_{i} d^{j}, h_{i+1}, \ldots, h_{s}\right\} B
$$

is also a factorization of $G$. In particular $A$ is replaceable by $H$ and if $d \neq e$, then $B$ is left periodic with left period $d$.

Proof. Suppose that $h_{1}=e$. The fact that $G=A B$ is a factorization of $G$ is equivalent to the condition that the subsets:

$$
h_{1} B, \ldots, h_{s-1} B, h_{s} d B
$$

form a partition of $G$. We claim that $G=H B$ is a factorization of $G$, that is, the subsets:

$$
h_{1} B, \ldots, h_{s-1} B, h_{s} B
$$

form a partition of $G$. To prove the claim, assume the contrary, namely that those sets do not form a partition of $G$, say

$$
h_{i} B \cap h_{s} B \neq \emptyset
$$

for some $i, 1 \leq i \leq s-1$. If $i \neq 1$, then we have the contradiction

$$
h_{i}^{-1} h_{i} \cap h_{i}^{-1} h_{s} B=h_{1} B \cap h_{j} B \neq \emptyset
$$

where $2 \leq j \leq s-1$. If $i=1$, then since $|H|=s \geq 3$ there is an $h_{k} \in H$ with $2 \leq k \leq s-1$. Now, we have the contradiction that

$$
h_{k} h_{1} B \cap h_{k} h_{s} B=h_{k} B \cap h_{j} B \neq \emptyset
$$

where $1 \leq j, k \leq s-1, j \neq k$.
Comparing the two partitions of $G$ we get that $h_{s} d B=h_{s} B$ and so $d B=B$. It
follows that $d^{j} B=B$ for each integer $j$. This gives that the sets

$$
h_{1} B, \ldots, h_{i-1} B, h_{i} d^{j} B, h_{i+1} B, \ldots, h_{s} B
$$

form a partition of $G$.
Definition 4.2. $A$ subset $B$ of the group $G$ is called abelian if $b_{1} b_{2}=b_{2} b_{1}$ for any $b_{1}, b_{2} \in B$.

Example 4.2. Let $G=\langle g, h\rangle$ be the dihedral group $D_{12}$, where $\operatorname{ord}(g)=12$, ord $(h)=$ 2. Let $V=\left\{e, g^{5}, g^{6}, g^{11}\right\}$ and $S=\left\{e, g^{2}, g^{4}, h, h g^{2}, h g^{4}\right\}$. By direct computation, we see that $[V, S]$ is a normalized factorization of $D_{12}$.

As an illustration of the factorization where we have an abelian set, look at the set $V$ in the previous Example 4.2. Moreover, notice that

$$
[S, V],[V, S],\left[S^{-1}, V\right],\left[S, V^{-1}\right]
$$

are factorizations of $G$ as well.
Lemma 4.5. Let $[A, B]$ be a factorization of the finite group $G$ where $A$ is an abelian subset of $G$. Then

$$
\left[A^{-1}, B\right], \quad\left[B^{-1}, A\right]
$$

are factorizations of the group $G$. Similarly, if $B$ is an abelian subset of $G$, then

$$
\left[A, B^{-1}\right], \quad\left[B, A^{-1}\right]
$$

are factorizations of the group $G$.
Proof. From the fact that $[A, B]$ is a factorization of $G$, by Theorem 4.1 it follows $A^{-1} A \cap B B^{-1}=\{e\}$. Since $A$ is an abelian set then it holds $A^{-1} A=A A^{-1}$ and
then $A A^{-1} \cap B B^{-1}=\{e\}$. According to Theorem 4.1, we have that $\left[A^{-1}, B\right]$ is a factorization of $G$. Now, by taking inverse of $\left[A^{-1}, B\right]$ we have that $\left[B^{-1}, A\right]$ is a factorization of $G$.

Example 4.3. Let us consider non-transversal factorizations of the dihedral group $D_{6}=\langle g, h\rangle, \operatorname{ord}(g)=6, \operatorname{ord}(h)=2$, of type $[3,4]$. There are 12 of them.

1. $A=\left\{e, h g^{4}, h g^{2}\right\}, \quad B=\left\{e, h, h g^{5}, g^{5}\right\}$.
2. $A=\left\{e, h g^{4}, h g^{2}\right\}, \quad B=\left\{e, h, h g^{1}, g^{1}\right\}$.
3. $A=\left\{e, h, h g^{4}\right\}, \quad B=\left\{e, h g^{3}, g^{1}, h g^{2}\right\}$.
4. $A=\left\{e, h, h g^{4}\right\}, B=\left\{e, h g^{1}, h g^{2}, g^{5}\right\}$.
5. $A=\left\{e, h g^{3}, h g^{1}\right\}, \quad B=\left\{e, h, h g^{5}, g^{1}\right\}$.
6. $A=\left\{e, h g^{3}, h g^{1}\right\}, \quad B=\left\{e, h g^{5}, h g^{4}, g^{5}\right\}$.
7. $A=\left\{e, h g^{1}, h g^{5}\right\}, \quad B=\left\{e, h g^{3}, h g^{2}, g^{5}\right\}$.
8. $A=\left\{e, h g^{1}, h g^{5}\right\}, \quad B=\left\{e, h g^{3}, h g^{4}, g^{1}\right\}$.
9. $A=\left\{e, h, h g^{2}\right\}, B=\left\{e, h g^{5}, h g^{4}, g^{1}\right\}$.
10. $A=\left\{e, h, h g^{2}\right\}, \quad B=\left\{e, h g^{3}, h g^{4}, g^{5}\right\}$.
11. $A=\left\{e, h g^{3}, h g^{5}\right\}, \quad B=\left\{e, h, h g^{1}, g^{5}\right\}$.
12. $A=\left\{e, h g^{3}, h g^{5}\right\}, \quad B=\left\{e, h g^{1}, g^{1}, h g^{2}\right\}$.

As one can see, none of the $A^{\prime}$ 's is an abelian set. However for each of these factorizations $[A, B]$ it holds that $\left[A^{-1}, B\right]$ is also a factorization. On the other hand, none of there has $\left[A, B^{-1}\right]$ as a factorization.

In the case of an abelian group $G$, clearly every subset is abelian and therefore the following lemma is an easy consequence of the previous one.

Corollary 4.1. Let $[A, B]$ be a factorization of a finite abelian group $G$. Then

$$
\left[A^{-1}, B\right], \quad\left[B^{-1}, A\right], \quad\left[A, B^{-1}\right], \quad\left[B, A^{-1}\right]
$$

are factorizations of the group $G$.

Definition 4.3. Let $\alpha=\left[A_{1}, A_{2}, \ldots, A_{k}\right]$ be a factorization of a group $G$. Then, for every $g \in G$ we have a unique factorization $g=g_{1} g_{2} \cdots g_{k}$ where $g_{i} \in A_{i}$. For a fixed $i \in\{1,2, \ldots, k\}$, the mapping

$$
g \rightarrow g_{i}, \quad g \in G
$$

we call the projection mapping onto block $A_{i}$ and $g_{i}$ is denoted by $g_{A_{i}}$.

Lemma 4.6. Suppose that $\alpha=[A, B]$ and $\beta=\left[A, B^{-1}\right]$ are factorizations of a group $G$. Let $f_{g}: A \rightarrow A, h_{t}: A \rightarrow A$ be functions defined as

$$
\begin{aligned}
& f_{g}(a)=(g a)_{A}, \\
& h_{t}(a)=(a t)_{A},
\end{aligned}
$$

where $g, t$ is an arbitrary element of the group $G$ and $(g a)_{A},(a t)_{A}$ come from the factorization $\alpha, \beta$ respectively. Then $f_{g}$ and $h_{t}$ are one to one.

Proof. Suppose that $f_{g}\left(a_{1}\right)=f_{g}\left(a_{2}\right)$. We have

$$
\begin{aligned}
& g a_{1}=\left(g a_{1}\right)_{A}\left(g a_{1}\right)_{B}, \\
& g a_{2}=\left(g a_{2}\right)_{A}\left(g a_{2}\right)_{B} .
\end{aligned}
$$

From $\left(g a_{1}\right)_{A}=\left(g a_{2}\right)_{A}$ it follows

$$
g a_{1}\left(g a_{1}\right)_{B}^{-1}=\left(g a_{1}\right)_{A}=\left(g a_{2}\right)_{A}=g a_{2}\left(g a_{2}\right)_{B}^{-1},
$$

from which follows that

$$
a_{1}\left(g a_{1}\right)_{B}^{-1}=a_{2}\left(g a_{2}\right)_{B}^{-1} .
$$

Since $\left[A, B^{-1}\right]$ is a factorization then it follows $a_{1}=a_{2}$. The proof is similar for $h_{t}$.

Lemma 4.7. If $[A, B],\left[A, B^{-1}\right]$ are factorizations of a finite group $G$, where $A$ is an abelian set, and $k$ is an integer relatively prime to $|A|$, then $\left[A^{k}, B\right]$ is a factorization of the group $G$.

Proof. Let $p$ be a prime which does not divide $n=|A|$. We claim that for each $g \in G$, the subset $\left\{\left(g a^{p}\right)_{A} \mid a \in A\right\}$ is equal to $A$, with respect to $[A, B]$ and $\left[A, B^{-1}\right]$. Let $a \in A$, and consider the number of solutions of the equation $\left(g x_{1} \cdots x_{p}\right)_{A}=a$ with all $x_{i} \in A$. By Lemma 4.6 we may choose $x_{1}, \ldots, x_{p-1}$ arbitrarily, and solve for $x_{p}$ uniquely. Thus, there are $n^{p-1}$ solutions. If $x_{1}=a_{1}, \ldots, x_{p}=a_{p}$ is a solution in which not all $x_{i}$ are equal, then we obtain $p$ distinct solutions from this one by cyclic permutation. This is possible to do since $A$ is an abelian set. So the number of such solutions is a multiple of $p$. Since $p$ does not divide $n^{p-1}$, there must be at least one solution with $x_{i}=a_{1}$, for $1 \leq i \leq p$. This gives that $\left(g a_{1}^{p}\right)_{A}=a$. Since $A$ is finite, the claimed result follows, and $a_{1}$ is uniquely determined by $g$ and $a$.

If $a_{1}^{p}=a_{2}^{p}$, then $\left(g a_{1}^{p}\right)_{A}=\left(g a_{2}^{p}\right)_{A}$, so we have that $a_{1}=a_{2}$. Hence, $\left|A^{p}\right|=|A|$. Suppose that $a_{1}^{p} b_{1}=a_{2}^{p} b_{2}$ where $a_{i} \in A$ and $b_{i} \in B$. Since $A$ is an abelian set, then
by Lemma $4.5,\left[B^{-1}, A\right]$ is a factorization of $G$. Therefore, we have that

$$
a_{1}^{p} b_{1}=a_{2}^{p} b_{2}=b_{0}^{-1} a_{0},
$$

where $a_{0} \in A$ and $b_{0} \in B$. From here, it follows that

$$
b_{0} a_{1}^{p}=a_{0} b_{1}^{-1} \text { and } b_{0} a_{2}^{p}=a_{0} b_{2}^{-1}
$$

Hence, $\left(b_{0} a_{1}^{p}\right)_{A}=\left(b_{0} a_{2}^{p}\right)_{A}$ with the respect to $\left[A, B^{-1}\right]$ factorization, so that $a_{1}=a_{2}$. Thus, $b_{1}=b_{2}$. Therefore, $\left[A^{p}, B\right]$ is a factorization.

Now for any positive integer $k$ relatively prime to $|A|$, we may apply this result successively to obtain $\left|A^{k}\right|=|A|$ and $\left[A^{k}, B\right]$ as a factorization. If $k$ is a negative integer relatively prime to $|A|$, then we obtain the desired result by using the above result for $-k$ and starting with the factorization $\left[A^{-1}, B\right]$.

Example 4.4. Let us give an illustration of the previous lemma through a factorization of the dihedral group $D_{8}=\langle g, h\rangle$, where $\operatorname{ord}(g)=8$ and $\operatorname{ord}(h)=2$. Consider the following factorization

$$
A=\left\{e, g^{7}, g^{3}, g^{4}\right\}, \quad B=\left\{e, h g^{1}, g^{2}, h g^{3}\right\} .
$$

Clearly, $A$ is an abelian set and it is easy to see that $\left[A, B^{-1}\right]$ is also a factorization of $D_{8}$. By fixing $k$, say $k=3$, according to the previous lemma, $\left[A^{k}, B\right]$ is also $a$ factorization of $D_{8}$. Indeed, $\left[A^{3}, B\right]$ where $A^{3}=\left\{e, g^{5}, g, g^{4}\right\}$ and $B=\left\{e, h g^{1}, g^{2}, h g^{3}\right\}$ is a factorization of $D_{8}$.

As the direct consequence of the previous lemma, we have an interesting result in the abelian case.

Corollary 4.2. Let $\alpha=\left[B_{1}, B_{2}\right]$ be a factorization of finite abelian group $G$ and let $t, q$ be integers such that $\operatorname{gcd}\left(t,\left|B_{1}\right|\right)=1$ and $\operatorname{gcd}\left(q,\left|B_{2}\right|\right)=1$. Then $\beta=\left[B_{1}^{t}, B_{2}^{q}\right]$ is also a factorization of $G$.

Corollary 4.3. If $[A, B],\left[A, B^{-1}\right]$ are factorizations of the finite group $G$, and $A$ is an abelian set, then the order of any nonidentity element from $A A^{-1}$ and $A^{-1} A$ is not relatively prime to $|A|$.

Proof. Suppose that $\left(a_{1} a_{2}^{-1}\right)^{k}=e$ for $a_{1}, a_{2} \in A$ and $k$ is relatively prime to $|A|$. Since $A$ is an abelian subset, then $a_{1}^{k}=a_{2}^{k}$. Since $\left|A^{k}\right|=|A|$, then it must be $a_{1}=a_{2}$.

Let $G$ be a group with the property that there exists a positive integer $n$ such that, for every $g \in G, g^{n}=e$. The exponent of $G$, denoted $\exp (G)$, is the smallest positive integer $m$ such that, for every $g \in G, g^{m}=e$. Thus, for every finite group $G, \exp (G)$ divides $|G|$.

Theorem 4.3. Let a group $G$ be the direct product of a subgroup $H$ of order $n$ and a subgroup $K$ of exponent $m$, where $n$ and $m$ are relatively prime. If $[A, B],\left[A, B^{-1}\right]$ are factorizations of $G$ in which $A$ is an abelian subset, $|A|=n$, then $A$ may be replaced by the subgroup $H$ to give a factorization $[H, B]$.

Proof. By Lemma 4.7 we know that $\left[A^{m}, B\right]$ is a factorization. Since $K$ has exponent $m$, we have that $K^{m}=\{e\}$, so $A^{m} \subseteq H$. Since $|H|=\left|A^{m}\right|$ it follows that $A^{m}=H$, so $[H, B]$ is a factorization.

Theorem 4.4. Let $G$ be an abelian group of order $n m$, where $n$ and $m$ are relatively prime. If $[A, B]$ is a factorization of $G$ with $|A|=n$ and $|B|=m$, then there exist subgroups $H, K$ of $G$ such that $[H, B]$ and $[A, K]$ are factorizations of $G$.

Proof. Since $n, m$ are relatively prime, $G$ is the direct product of unique subgroups $H, K$ of order $n, m$ respectively. Since $A, B$ are abelian sets, we may apply Theorem 4.3 in two ways to obtain the required factorizations $[H, B]$ and $[A, K]$.

A subset $A$ of a finite abelian group $G$ is defined to be cyclic if there is an element $a$ of $G$ and an integer $r$ such that the elements $e, a, a^{2}, \ldots, a^{r-1}$ are distinct and give all the elements of $A$. In order to avoid trivial cases we will assume that $a \neq e$ and $r \geq 2$.

The following lemma shows that under certain conditions, a block of a factorization could be replaced by the corresponding cyclic subset.

Lemma 4.8. If $[A, B],\left[A, B^{-1}\right]$ are factorizations of finite group $G, A$ is an abelian set, $|A|=p$ a prime, then $\left[A^{\prime}, B\right]$ is a factorization of $G$, where $A^{\prime}=\left\{e, a, a^{2}, \ldots, a^{p-1}\right\}$, $a \in A \backslash\{e\}$.

Proof. By Lemma 4.7, $\left[A^{t}, B\right]$ is a factorization of $G$ whenever $\operatorname{gcd}(p, t)=1$. Let $A=\left\{e, a_{1}, a_{2}, \ldots, a_{p-1}\right\}$. It follows that the sets

$$
e B, a_{1}^{t} B, a_{2}^{t} B, \ldots, a_{p-1}^{t} B
$$

form a partition of $G$. Similarly, the fact that $\left[A^{\prime}, B\right]$ is a factorization is equivalent to the sets

$$
e B, a_{k}^{t} B, a_{k}^{2} B, \ldots, a_{k}^{p-1} B
$$

forming a partition of $G$. Here $A^{\prime}=\left\{e, a_{k}, a_{k}^{2}, \ldots, a_{k}^{p-1}\right\}$. Since $G$ is finite it is enough to show that $a_{k}^{i} B \cap a_{k}^{j} B=\emptyset$ for each $i, j, 0 \leq i<j \leq p-1$. Suppose that $a_{k}^{i} B \cap a_{k}^{j} B \neq \emptyset$. Set $t=j-i$. Clearly, $1 \leq t \leq p-1$ and so $t$ is prime to $p$. Now $e B \cap a_{k}^{t} B \neq \emptyset$ contradicts the fact that $\left[A^{t}, B\right]$ is a factorization of $G$.

Example 4.5. Consider the following illustration of the previous lemma. Let $G=$ $D_{12}=\langle g, h\rangle, \operatorname{ord}(g)=12, \operatorname{ord}(h)=2$ be a dihedral group of order 24 . It is easy to confirm that

$$
A=\left\{e, g^{2}, g^{4}\right\} \quad B=\left\{e, g, g^{7}, h g^{1}, h g^{7}, h, g^{6}, h g^{6}\right\}
$$

is a factorization of the group $G$. Clearly, $A$ is an abelian set and one can show that $\left[A, B^{-1}\right]$ is also a factorization. According to the previous lemma, we have that $\left[A^{\prime}, B\right]$ is a factorization, where $A^{\prime}=\left\{e, g^{4}, g^{8}\right\}$. This can be confirmed by direct computation.

The next lemma proves Hajós theorem for abelian $p$-groups.

Lemma 4.9. Let $G$ be a finite abelian p-group and let $\alpha=\left[A_{1}, \ldots, A_{n}\right]$ be a factorization of $G$, where the $A_{i}$ are cyclic subsets and $\left|A_{i}\right|=p$ for $1 \leq i \leq n$. Then at least one of the factors $A_{i}$ is a subgroup of $G$.

The following lemma is a good example of a block transformation using exponentiation. A block on which the transformation is applied must be a cyclic subset. Later, a more general result will be proven without this particular restriction.

Lemma 4.10. Let $[A, B]$ be a normalized factorization of finite group $G$, let $p$ be $a$ prime and $t$ an integer. If $A$ is a cyclic subset

$$
A=\left\{e, a, a^{2}, \ldots, a^{p-1}\right\}
$$

then $\left[A^{\prime}, B\right]$ is a factorization of $G$ where

$$
A^{\prime}=\left\{e, a^{t}, a^{2 t}, \ldots, a^{(p-1) t}\right\}
$$

whenever $t$ is relatively prime to $p$.

Proof. By the partition reformulation of the factorization, the sets

$$
\begin{equation*}
a^{0} B, a^{1} B, a^{2} B, \ldots, a^{p-1} B \tag{4.2.1}
\end{equation*}
$$

form a partition of $G$. We want to prove that the sets

$$
\begin{equation*}
a^{0 t} B, a^{1 t} B, a^{2 t} B, \ldots, a^{(p-1) t} B \tag{4.2.2}
\end{equation*}
$$

also form a partition of $G$, that is $\left[A^{\prime}, B\right]$ is a factorization of $G$.
Multiply both sides of the factorization $[A, B]$ by $a$ to get $a G=(a A) B$. As $a G=G$ and $a A=\left\{a^{1}, a^{2}, \ldots, a^{p}\right\}$, the sets

$$
\begin{equation*}
a^{1} B, a^{2} B, \ldots, a^{(p-1)} B, a^{p} B \tag{4.2.3}
\end{equation*}
$$

form a partition of $G$. Since the sets 4.2.1 and 4.2.3 form a partition of $G$, we have that $a^{p} B=B$. We may say that the multiplication by $a$ permutes the sets 4.2.1 cyclically. Thus if $i$ and $j$ are integers (positive or negative) and they are congruent modulo $p$, then $a^{i} B=a^{j} B$. As $t$ is relatively prime to $p$, the collection of sets 4.2.2 is a permutation of those given by 4.2 .1 and so $\left[A^{\prime}, B\right]$ is a factorization of $G$.

Lemma 4.11. Let $p$ be a prime and let $q \geq 2$ be a positive integer not divisible by $p$. Let $u$ and $v$ be elements of the finite group $G$ such that $u v=v u$. Let the order of $u$ and $v$ be $p$ and $q$, respectively. Let $\alpha=[A, B]$ be a factorization of $G$, where

$$
A=\left\{e, u v,(u v)^{2}, \ldots,(u v)^{p-1}\right\}
$$

is a cyclic subset. Then $\beta=\left[A^{\prime}, B\right]$ is a factorization where

$$
A^{\prime}=\left\{e, u, u^{2}, \ldots, u^{p-2}, u^{p-1} v\right\}
$$

Note that $A^{\prime}$ is a simulated subset if $p \geq 3$.

Proof. Using Lemma 4.10 with $t=q$ replace $A$ by $\left\langle u^{q}\right\rangle$. As $\left\langle u^{q}\right\rangle=\langle u\rangle$, A can be replaced by $A^{\prime \prime}=\left\{e, u, u^{2}, \ldots, u^{p-1}\right\}$. Therefore,

$$
\begin{equation*}
u^{0} B, u^{1} B, u^{2} B, \ldots, u^{p-1} B \tag{4.2.4}
\end{equation*}
$$

form a partition of $G$.
For a given $i, 0 \leq i \leq p-2$ choose an integer $t$ such that

$$
(u v)^{t}=u^{p-1-i} v
$$

Since $p$ and $q$ are coprimes, the system of congruences

$$
\begin{array}{ll}
t \equiv p-1-i & (\bmod p) \\
t \equiv 1 & (\bmod q)
\end{array}
$$

has a solution, and so such $t$ exists. Clearly $t$ is relatively prime to $p$. Thus, in the factorization $\alpha, A$ can be replaced by

$$
C=\left\{e,(u v)^{t},(u v)^{2 t}, \ldots,(u v)^{(p-1) t}\right\} .
$$

Note that $C=\left\{e, u^{t} v, u^{2 t} v, \ldots, u^{(p-1) t} v\right\}$. Therefore, the sets

$$
B,(u v)^{t} B,(u v)^{2 t} B, \ldots,(u v)^{(p-1) t} B
$$

form a partition of $G$. The only information we need from this partition is that $B$ and $u^{p-1-i} v B$ are disjoint for each $i, 0 \leq i \leq p-2$. We want to prove that the sets

$$
B, u B, u^{2} B, \ldots, u^{p-2} B, u^{p-1} v B
$$

form a partition of $G$. Since the sets 4.2.4 form a partition of $G$ it is enough to show that $u^{p-1} v B$ and $u^{i} B$ are disjoint for each $0 \leq i \leq p-2$. Suppose that they are not disjoint. Multiplying by $u^{-i}$ we have the contradiction that $u^{p-1-i} v B$ and $B$ are not disjoint.

Lemma 4.12. Let $[A, B]$ and $\left[A, B^{-1}\right]$ be factorizations of a finite group $G$, where $A$ is an abelian set. Suppose that

$$
A=\left\{e, a_{1} b_{1}, a_{2} b_{2}, \ldots, a_{p-1} b_{p-1}\right\}
$$

and $a_{1}$ and $b_{1}$ commute. Let $\operatorname{ord}\left(a_{1}\right)=p$, ord $\left(b_{1}\right)=q$, where $p$ is a prime and $q$ is $a$ positive integer such that $\operatorname{gcd}(p, q)=1$. Then $\left[A^{\prime}, B\right]$ is a factorization of $G$, where

$$
A^{\prime}=\left\{e, a_{1}, a_{1}^{2}, \ldots, a_{1}^{p-2}, a_{1}^{p-1} b_{1}\right\} .
$$

Proof. It is clear that $a_{1} b_{1} \neq e$. Thus, by Lemma 4.8, $A$ can be replaced by $C$, where

$$
C=\left\{e, a_{1} b_{1},\left(a_{1} b_{1}\right)^{2}, \ldots,\left(a_{1} b_{1}\right)^{p-2},\left(a_{1} b_{1}\right)^{p-1}\right\} .
$$

If $q=1$ then $b_{1}=e$ and $C$ is equal to $A^{\prime}$. If $q \geq 2$ then by Lemma 4.11 the block $C$ can be replaced by $A^{\prime}$, where

$$
A^{\prime}=\left\{e, a_{1}, a_{1}^{2}, \ldots, a_{1}^{p-2}, a_{1}^{p-1} b_{1}\right\} .
$$

This concludes the proof.

The following is the famous theorem of Hajós's, that was the answer to Minkowski's conjecture, finally given in 1942. Basically, Hajós transformed the original problem into an algebraic form which had a tremendous impact on the theory of factorizations of abelian groups.

Theorem 4.5. [Hajós's Theorem] Let $\left[A_{1}, \ldots, A_{n}\right]$ be a normalized factorization of a finite abelian group $G$, where each $A_{i}$ is a cyclic subset of $G$. Then at least one of the factors must be a subgroup of $G$.

As we said Hajós's Theorem did inspire new questions and new work. Perhaps the most interesting is Rédei's generalization [15] in 1965 of Hajós's Theorem, where the factors are no longer required to be simulated or cyclic sets. However, there is a new type of restriction on the sizes of the blocks.

### 4.3 Rédei's Theorem

Rédei's Theorem has a substantial role in the theory of factorizations of finite abelian groups. It says that if $\left[B_{1}, \ldots, B_{k}\right]$ is a normalized factorization of finite abelian group $G$ and all $\left|B_{i}\right|$, for $1 \leq i \leq k$ are prime numbers, then at least one of the blocks is a subgroup of $G$. We will prove this theorem in several steps.

First, we prove Rédei's Theorem for groups of type $(p, p)$ where $p$ is a prime. We will use concepts from finite geometries. Let $X$ be a subset of an affine plane. We
say that $X$ determines a direction if there are two points in $X$ that span line in this direction. The affine plane we need is $\left[\mathbb{F}_{p}\right]^{2}$, where $\mathbb{F}_{p}$ is isomorphic to the finite field of of order $p$. First, we need one fact about finite fields.

Lemma 4.13. Let $\mathbb{F}_{q}$ be a finite field, where $q$ is a prime power. Then for any integer $n \geq 1$ it holds that

$$
S_{n}=\sum_{x \in \mathbb{F}_{q}} x^{n}=\left\{\begin{aligned}
0 & \text { if } q-1 \nmid n \\
-1 & \text { if } q-1 \mid n
\end{aligned}\right.
$$

Proof. We use the fact that the multiplicative group of a finite field is cyclic [8]. Let $\mathbb{F}_{q}^{*}$ be the multiplicative group of the finite field $\mathbb{F}_{q}$ and let $\mathbb{F}_{q}^{*}$ be generated by $g \in \mathbb{F}_{q}^{*}$. Notice that we can omit the zero term in the sum $S_{n}$ so if $q-1 \mid n$ then

$$
S_{n}=\sum_{x \in \mathbb{F}_{q}^{*}} x^{n}=\sum_{x \in \mathbb{F}_{q}^{*}} 1=q-1=-1
$$

On the other hand, if $q-1 \nmid n$ then $g^{n} \neq 1$, so

$$
S_{n}=\sum_{i=0}^{q-2}\left(g^{i}\right)^{n}=\sum_{i=0}^{q-2}\left(g^{n}\right)^{i}=\frac{\left(g^{n}\right)^{q-1}-1}{g^{n}-1}=\frac{1-1}{g^{n}-1}=0 .
$$

Lemma 4.14. If $X$ is a subset of the affine plane $\left[\mathbb{F}_{p}\right]^{2}$ such that $|X|=p$ is a prime and $X$ determines at most $(p+1) / 2$ directions, then $X$ is a straight line.

Proof. Clearly, $\left[\mathbb{F}_{p}\right]^{2}$ determines $p+1$ directions. Since $X$ determines at most $(p+1) / 2$ directions, it follows that there is at least one direction that is not determined by $X$. Consequently, we can introduce a coordinate system in such a way that the direction of the second coordinate axis is not determined by $X$. Hence, $X$ can be represented in the form

$$
X=\left\{\left(k, b_{k}\right) \mid 0 \leq k \leq p-1\right\}
$$

It is convenient to represent the directions determined by $X$ by the slopes of the corresponding straight lines. This is possible since none of the directions determined by $X$ is parallel to the second coordinate axis. Set

$$
U=\left\{\left.\frac{b_{k}-b_{m}}{k-m} \right\rvert\, 0 \leq k, m \leq p-1, k \neq m\right\}
$$

By the assumption of the lemma, $|U| \leq(p+1) / 2$. Consider the polynomials

$$
F_{j}(x)=\sum_{k=0}^{p-1}\left(b_{k}-k x\right)^{j}
$$

in $\mathbb{F}_{p}$ for each $j, 1 \leq j \leq(p+1) / 2$. From Lemma 4.13 we have

$$
\sum_{i=0}^{p-1} a_{i}^{j}=\left\{\begin{align*}
0 & \text { if } 0 \leq j \leq p-2  \tag{4.3.1}\\
-1 & \text { if } j=p-1
\end{align*}\right.
$$

Hence, it follows that $\operatorname{deg} F_{j}(x) \leq j-1$. If $x \notin U$ then the elements are all distinct as $k$ varies over $\mathbb{F}_{p}$. So, $x \notin U$ implies $F_{j}(x)=0$. Since $\operatorname{deg} F_{j}(x) \leq j-1$ it follows that if $j-1<p-|U|$, then $F_{j}$ is the zero polynomial. In particular $F_{j}$ is the zero polynomial when $1 \leq j \leq(p+1) / 2$. Using the fact that every function from $\mathbb{F}_{p}$ to $\mathbb{F}_{p}$ is a polynomial of degree less than equal to $p-1$, we can represent $b_{k}$ in the form

$$
b_{k}=c_{0}+c_{1} k+c_{2} k^{2}+\ldots+c_{p-1} k^{p-1}
$$

We will show that $c_{m}=0$ for each $m$ such that $1 \leq m \leq p-1$. This will show that $X$ is a straight line. Divide $p-1$ by $m$ with remainder. Then,

$$
p-1=m a+b, \quad 0 \leq b \leq m-1
$$

Note that $1 \leq a$ and $a+b \leq(p-1) / 2$ as $m \leq 2$. So $F_{a+b}(x)$ is the zero polynomial. Let us compute the coefficient of $\left(-x^{b}\right)$ in $F_{a+b}(x)$.

$$
0=\sum_{k=0}^{p-1}\binom{a+b}{b} b_{k}^{a} k^{b}=\binom{a+b}{b} \sum_{k=0}^{p-1}\left(c_{m}^{a} k^{a m+b}+\sum_{j=b}^{p-2} d_{j} k^{j}\right) .
$$

Using 4.3.1 we get for this same coefficient

$$
\binom{a+b}{b} c_{m}^{a} \sum_{k=0}^{p-1} k^{p-1}=-\binom{a+b}{b} c_{m}^{a}
$$

It follows that $c_{m}=0$. This completes the proof.

Lemma 4.15. If $\alpha=[A, B]$ is a normalized factorization of a group $G$ of type $(p, p)$, such that $|A|=|B|=p$, then $A$ or $B$ is a subgroup of $G$.

Proof. Let $u, v$ be basis elements of $G$. The correspondence $u^{i} v^{j} \rightarrow(i, j)$ assigns the elements of $G$ to the points of the affine plane $\left[\mathbb{F}_{p}\right]^{2}$. Subgroups of order $p$ correspond to the straight lines passing through the point $(0,0)$. The $p+1$ subgroups of order $p$ of $G$ correspond to the $p+1$ directions available on the plane. Suppose that the elements $a_{1}, a_{2} \in G$ correspond to the points $p_{1}, p_{2} \in\left[\mathbb{F}_{p}\right]^{2}$. Then the direction determined by the points $p_{1}, p_{2}$ correspond to the subgroup $\left\langle a_{1} a_{2}^{-1}\right\rangle$ of $G$. For short, we will talk about the direction determined by $a_{1}, a_{2}$.

Next, we will show that if $G=A B$ is a factorization then the directions determined by the elements of $A$ are distinct from the directions determined by the elements of $B$. Assume that there are $a_{1}, a_{2} \in A, b_{1}, b_{2} \in B$ such that $a_{1} \neq a_{2}, b_{1} \neq b_{2}$ and $\left\langle a_{1} a_{2}^{-1}\right\rangle=\left\langle b_{1} b_{2}^{-1}\right\rangle$. Multiply the factorization $\alpha$ by $a_{2}^{-1} b_{2}^{-1}$ to get the factorization $\beta=\left[A a_{2}^{-1}, B b_{2}^{-1}\right]$. By Lemma 4.8, $A a_{2}^{-1}, B b_{2}^{-1}$ can be replaced by $\left\langle a_{1} a_{2}^{-1}\right\rangle,\left\langle b_{1} b_{2}^{-1}\right\rangle$ respectively to get the factorization $\gamma=\left[\left\langle a_{1} a_{2}^{-1}\right\rangle,\left\langle b_{1} b_{2}^{-1}\right\rangle\right]$. But this is a contradiction as $\left\langle a_{1} a_{2}^{-1}\right\rangle=\left\langle b_{1} b_{2}^{-1}\right\rangle$. Since $A$ and $B$ determine distinct directions it follows that
either $A$ or $B$ determines at most $(p+1) / 2$ directions. By the Lemma 4.14 it follows that $A$ or $B$ is a subgroup of $G$. This completes the proof.

Lemma 4.16. Let $\alpha=\left[A_{1}, A_{2}, \ldots, A_{n}\right]$ be a normalized factorization of finite abelian p-group $G$ where $\left|A_{i}\right|=p$ for $1 \leq i \leq n$. Then, at least one of the blocks is a subgroup of $G$.

Proof. The $n=1$ case is trivial. We may assume that $n \geq 2$. By Lemma 4.8, every factor $A_{i}$ can be replaced by a cyclic subset. If $A_{i}$ contains an element of order at least $p^{2}$, then $A_{i}$ can be replaced by a non-subgroup cyclic subset. If each factor has an element of order at least $p^{2}$, then we construct a factorization of $G$ consisting of non-subgroup cyclic subsets. By Lemma 4.9, this is not possible. So there is a factor, say $A_{1}$, all of whose non-identity elements have order $p$. We assume that $n \geq 2$ and start induction on $n$.

By Lemma 4.8 factor $A_{1}$ can be replaced by a subgroup $H_{1}$ in the factorization $\alpha$. Considering the factor group $G / H_{1}$ we have factorization

$$
G / H_{1}=\left(A_{2} H_{1}\right) / H_{1} \ldots\left(A_{n} H_{1}\right) / H_{1}
$$

By the induction hypothesis, there is a permutation $B_{1}, B_{2}, \ldots, B_{n}$ of the factors $H_{1}, A_{2}, \ldots, A_{n}$ such that

$$
B_{1}, B_{1} B_{2}, \ldots, B_{1} B_{2} \cdots B_{n}
$$

is an ascending chain of subgroups of $G$ and $B_{1}=H_{1}$. For notational convenience we assume that $B_{2}=A_{2}, \ldots, B_{n}=A_{n}$ since this is only a matter of permutation of the indexes of the factors in the factorization $G=A_{1} A_{2} \ldots A_{n}$. Consider the subgroup $M=H_{1} A_{2} \ldots A_{n-1}$. Clearly, each of the factors $H_{1}, A_{2}, \ldots, A_{n-1}$ is a subset of $M$. If $A_{1} \subseteq M$, then $M=A_{1} A_{2} \ldots A_{n-1}$ is a factorization of $M$. By the inductive
assumption at least one of the factors $A_{1}, \ldots, A_{n-1}$ is a subgroup of $M$ and so is a subgroup of $G$.

For the remaining part of the proof, we may assume that $A_{1} \nsubseteq M$. We have

$$
A_{1}=\left\{e, x, x^{2} d_{2}, \ldots, x^{p-1} d_{p-1}\right\}
$$

and then $H_{1}=\langle x\rangle$. Also, it is clear that $\left\{d_{2}, \ldots, d_{p-1}\right\} \nsubseteq M$. The factor $A_{n}$ can be replaced by $A_{n}^{\prime}=\left\{e, y, y^{2}, \ldots, y^{p-1}\right\}$, for each $y \in A_{n} \backslash\{e\}$. Since $G=M A_{n}^{\prime}$ is a factorization of $G, A_{n}^{\prime}$ is a complete set of representatives modulo $M$. There are $u_{2}, \ldots, u_{p-1} \in A_{n}^{\prime}$ such that

$$
\left(x^{2} d_{2}\right)^{-1} \in u_{2} M, \ldots,\left(x^{p-1} d_{p-1}\right)^{-1} \in u_{p-1} M
$$

that is

$$
x^{2} d_{2} u_{2}, \ldots, x^{p-1} d_{p-1} u_{p-1} \in M
$$

Set

$$
B=\left\{e, x,\left(x^{2} d_{2}\right) u_{2}, \ldots,\left(x^{p-1} d_{p-1}\right) u_{p-1}\right\} .
$$

Note that $B \subseteq M$ and $B A_{2} \ldots A_{n-1}$ is a factorization of $M$. Indeed, the products coming from $B A_{2} \ldots A_{n-1}$ are among the products coming from $A_{1} A_{2} \ldots A_{n-1} A_{n}^{\prime}$. From the factorization $M=B A_{2} \ldots A_{n-1}$ the inductive assumption gives that $B$ is a subgroup of $M$. In fact $B=\langle x\rangle=H_{1}$. For each $i, 2 \leq i \leq p-1$, there is a $j, 0 \leq j \leq p-1$ such that $x^{i} d_{i} u_{i}=x^{j}$. It follows that $u_{i}=d_{i}^{-1} x^{j-i} \in A_{n}^{\prime}$. From the fact that all elements of $A_{1}$ have order $p$, it follows that every $d_{i}$ has order $p$. Therefore, every $u_{i}, 2 \leq i \leq p-1$ has order $p$ and hence $\operatorname{ord}(y)=p$. Since, $y$ was any element from $A_{n}$ different than $e$, it means that each element $A_{n} \backslash\{e\}$ has order $p$. Thus, $d_{i} \in\langle x, y\rangle$. Hence $A_{1} \subseteq\langle x, y\rangle$. If $A_{n} \subseteq\langle x, y\rangle$, then $A_{1} A_{2}$ is a factorization
of $\langle x, y\rangle$ and by Lemma $4.15 A_{1}$ or $A_{2}$ is a subgroup. Therefore, we may assume tat $A_{n} \nsubseteq\langle x, y\rangle$. There is a $z \in A_{n} \backslash\{e\}$ such that $z \notin\langle x, y\rangle$. Replacing $A_{n}$ by $A_{n}^{\prime \prime}=\left\{e, z, z^{2}, \ldots, z^{p-1}\right\}$ we get that $d_{2}, \ldots, d_{p-1} \in\langle x, z\rangle$. Therefore,

$$
d_{2}, \ldots, d_{p-1} \in\langle x, y\rangle \cap\langle x, z\rangle=\langle x\rangle
$$

and so $A_{1}$ is a subgroup of $G$.
Now, Rédei's Theorem can be proven in full generality.

Theorem 4.6. Let $\alpha=\left[A_{1}, \ldots, A_{n}\right]$ be a normalized factorization of the finite abelian group $G$, where $\left|A_{i}\right|=p_{i}$ is a prime for each $i, 1 \leq i \leq n$. Then, at least one of the factors $A_{1}, \ldots, A_{n}$ is a subgroup of $G$.

Proof. The theorem holds for $n=1$. We start an induction on $n$ and assume that $n \geq 2$. If $|G|$ is a power of 2 , then by Lemma 4.16 at least one of the factors is a subgroup of $G$. So we may assume that $|G|$ has a prime factor $p$ with $p \geq 3$ and suppose that $A_{1}, \ldots, A_{t}$ are all factors among the $A_{1}, \ldots, A_{n}$ with cardinality $p$. Let $A_{1}=\left\{e, a_{1} b_{1}, a_{2} b_{2}, \ldots, a_{p-1} b_{p-1}\right\}$ where $a_{i}$ belongs to a $p$-Sylow subgroup of $G$ and $b_{i}$ to its complement.

By raising $A_{1}$ to the power $s$ where $s=\operatorname{lcm}\left(\operatorname{ord}\left(b_{1}\right), \operatorname{ord}\left(b_{2}\right), \ldots, \operatorname{ord}\left(b_{p-1}\right)\right)$ we obtain

$$
A_{1}^{\prime}=\left\{e, a_{1}^{s}, a_{2}^{s}, \ldots, a_{p-1}^{s}\right\} .
$$

By Corollary 4.2, $A_{1}$ can be replaced by $A_{1}^{\prime}$. Continuing this process there is a factorization $\beta=\left[A_{1}^{\prime}, \ldots, A_{t}^{\prime}, A_{t+1}, \ldots, A_{n}\right]$ of $G$ such that $A_{i}^{\prime}$ contains only elements that have orders powers of $p$, or so called $p$-elements. Now $\gamma=\left[A_{1}^{\prime}, \ldots, A_{t}^{\prime}\right]$ is a factorization of the Sylow $p$-subgroup of $G$. By Lemma 4.16, at least one of the blocks of $\gamma$ must be a subgroup of $G$. Let $A_{1}^{\prime}$ be the factor. If $A_{1}$ is a subgroup of $G$
there is nothing to prove. Considering that $\operatorname{ord}\left(a_{i}\right)=\operatorname{ord}\left(a_{i}^{q}\right)$ and the fact that $A_{1}^{\prime}$ is a group of order $p$, it follows that $\operatorname{ord}\left(a_{i}\right)=p$ for $i$ such that $1 \leq i \leq p-1$. As $A_{1}$ does not contain only $p$-elements, we suppose that $\operatorname{ord}\left(b_{1}\right)=q$ and $p \nmid q$. Therefore, we see that $A_{1}$ satisfies the conditions of Lemma 4.12. So, there is a factorization $\eta=\left[A_{1}^{*}, A_{2}, \ldots, A_{n}\right]$ such that $A_{1}^{*}$ is in the form

$$
A_{1}^{*}=\left\{e, x, x^{2}, \ldots, x^{p-2}, x^{p-1} y\right\}
$$

and $\operatorname{ord}(x)=p$. Now, by Lemma 4.4 $A_{1}^{*}$ can be replaced by

$$
H_{1}=\left\{e, x, x^{2}, \ldots, x^{p-2}, x^{p-1}\right\}
$$

the corresponding subgroup. From this, considering the factor group $G / H_{1}$, we get the factorization

$$
G / H_{1}=\left(A_{2} H_{1}\right) / H_{1} \cdots\left(A_{n} H_{1}\right) / H_{1}
$$

of the factor group $G / H_{1}$.
Here $\left(A_{i} H_{1}\right) / H_{1}$ denotes the set of cosets $\left\{a_{i} H_{1} \mid a_{i} \in A_{i}\right\}$. By the inductive assumption some factor $\left(A_{i} H_{1}\right) / H_{1}$ is a subgroup of $G$ for some $i, 2 \leq i \leq n$. We may assume that $i=2$ because it is only matter of indexing the factors $A_{1}, \ldots, A_{n}$ in the factorization $G=A_{1} \cdots A_{n}$. We may consider a suitable factor group again to get a new factorization. Continuing in this way we conclude that

$$
H_{1} \subset H_{1} A_{2} \subset \cdots \subset H_{1} B_{2} \cdots B_{n}
$$

are subgroups of $G$. However, we may assume that the permutation is identical since this is the only a matter of indexing factors in $G=A_{1} \cdots A_{n}$.

Let $M=H_{1} A_{2} \cdots A_{n-1}$. Note that

$$
M=H_{1} A_{2} \cdots A_{n-1}, G=M A_{n}
$$

are factorizations of $M$ and $G$ respectively. Let $a \in A_{n}$. From the factorizations

$$
\begin{aligned}
& G=A_{1} A_{2} \cdots A_{n}, \\
& G=H_{1} A_{2} \cdots A_{n} \\
& G=M A_{n}
\end{aligned}
$$

multiplying by $a^{-1}$ we have the factorizations

$$
\begin{aligned}
& G=A_{1} A_{2} \cdots A_{n-1}\left(a^{-1} A_{n}\right) \\
& G=H_{1} \cdots A_{n-1}\left(a^{-1} A_{n}\right), \\
& G=M\left(a^{-1} A_{n}\right)
\end{aligned}
$$

If $A_{1} \subseteq M$ then $M=A_{1} A_{2} \cdots A_{n-1}$ is a factorization of $M$. By the inductive assumption, $A_{i}=H_{i}$ for some $i, 1 \leq i \leq n-1$.

If $A_{1} \nsubseteq M$ then from the factorization $G=M\left(a^{-1} A_{n}\right)$ it follows that $a^{-1} A_{n}$ is a complete set of representative modulo $M$. Therefore, there exists an elements $c_{a}$ of $a^{-1} A_{n}$ such that coset $c_{a} M$ contains the element $h_{1}^{-1} d_{1}^{-1}$, that is for which $h_{1} d_{1} c_{a} \in M$.

Let

$$
\begin{aligned}
C_{a} & =\left(H_{1} \backslash\left\{h_{1}\right\}\right) \cup\left\{h_{1} d_{1} c_{a}\right\} \\
& =\left(A_{1} \backslash\left\{a_{1}\right\}\right) \cup\left\{h_{1} d_{1} c_{a}\right\} .
\end{aligned}
$$

We claim that $M=C_{a} A_{2} \cdots A_{n-1}$ is a factorization of $M$. To prove the claim, note that $C_{a} \subseteq M$ and in addition products coming from $C_{a} A_{2} \cdots A_{n-1}$ occur among the products coming from $A_{1} A_{2} \cdots A_{n-1}\left(a^{-1} A_{n}\right)$, and these latter are distinct since the product $A_{1} \cdots A_{n-1}\left(a^{-1} A_{n}\right)$ is a factorization of $G$. To see this consider a product

$$
x_{1} x_{2} \cdots x_{n-1}, \quad\left(x_{1} \in C_{a}, x_{2} \in A_{2}, \ldots, x_{n-1} \in A_{n-1}\right)
$$

If $x_{1} \in A_{1}$, then

$$
x_{1} x_{2} \cdots x_{n-1} \in A_{1} A_{2} \cdots A_{n-1} .
$$

If $x_{1}=h_{1} d_{1} c_{a}$, then as $h_{1} d_{1} \in A_{1}$ and $c_{a} \in\left(a^{-1} A_{n}\right)$. Using the factorization $M=$ $C_{a} A_{2} \cdots A_{n-1}$, the inductive assumption gives that one of the factors $C_{a}, A_{2}, \ldots, A_{n-1}$ is a subgroup of $M$ since otherwise there is nothing to prove. In particular $C_{a}$ is a periodic subset of $M$ and so, by Lemma 4.3, $C_{a}=H_{1}$. Thus $h_{1} d_{1} c_{a}=h_{1}$, that is, $c_{a}=d_{1}^{-1}$ and so $d_{1}^{-1} \in a^{-1} A_{n}$. This gives

$$
d_{1}^{-1} \in \bigcap_{a \in A_{n}} a^{-1} A_{n}
$$

The element $d_{1}^{-1}$ is independent of the choice of $a$ and $d_{1}^{-1} \neq e$. We can test the periodicity of $A$ by its translates. By Lemma 4.2, $A_{n}$ is periodic. By Lemma 4.3, $A_{n}$ is a subgroup of $G$. This completes the proof.

The following lemma shows that all factorizations of a finite abelian group $G$, when the sizes of the blocks are prime numbers, are transversal.

Lemma 4.17. Let $\alpha=\left[B_{1}, B_{2}, \ldots, B_{k}\right]$ be a normalized factorization of the finite abelian group $G$ such that $\left|B_{i}\right|$ is a prime for each $i, 1 \leq i \leq k$. Then $\alpha \in \mathcal{T}(G)$.

Proof. We give a proof by the consecutive use of Redei's Theorem. It is clear that the claim holds whenever the size of $G$ is a prime number. Let $\alpha=\left[B_{1}, B_{2}, \ldots, B_{k}\right]$ be a factorization of $G$. According to Rédei's Theorem, there is at least one block that is a subgroup of $G$. Let it be $B_{1}$. It is not hard to see that $\beta=\left[C_{2}, \ldots, C_{k}\right]$ is a factorization of $G / B_{1}$, where $C_{i}=B_{i} B_{1} / B_{1}$. Since $\alpha$ is normalized, note that $B_{i} \cap B_{j}=\{e\}$. Therefore, it must be $\left|C_{i}\right|=\left|B_{i}\right|$ i.e. the sizes of the blocks in $\beta$ are again prime numbers. Thus, at least one of the $C_{i}$ must be a subgroup, say without loss of generality $C_{2}$. Since $B_{2} B_{1} / B_{1}$ is a subgroup of $G / B_{1}, B_{1} B_{2}$ is a subgroup of $G$. Continuing this process, we see that

$$
\{e\} \leq B_{1} \leq B_{1} B_{2} \leq \ldots \leq B_{1} B_{2} \ldots B_{k}=G
$$

is an ascending chain of subgroups and hence $\alpha$ is a transversal factorization.

There are examples of some groups, given in [11] for which all factorizations belong to $\mathcal{T}(G)$. For example, the factorizations of the dihedral group $D_{4}$ (of order 8) and of $Z_{4} \times Z_{2}$ are all transversal, while there exist factorizations of the alternating group $A_{5}$ that are not transversal.

### 4.4 Non-full rank factorizations

In this section we study recursive decompositions of finite groups.

Definition 4.4. A factorization $\alpha=\left[B_{1}, B_{2}\right]$ of a group $G$ is called full-rank if $\left\langle B_{1}\right\rangle=\left\langle B_{2}\right\rangle=G$.

We call the subsets $B_{1}$ and $B_{n}$ the ending blocks of a factorization $\left[B_{1}, B_{2}, \ldots, B_{n}\right]$ of a group $G$.

Lemma 4.18. A subset $V \subseteq G$ is an ending block of a factorization of $G$ if and only if it is an ending block of a factorization of $\langle V\rangle$.

Proof. Suppose that $V$ is an ending block of $\langle V\rangle$. Since $\langle V\rangle$ is a subgroup of $G, V$ is clearly an ending block of $G$. Let $\left[\langle V\rangle, A_{1}\right]$ be a factorization of $G$ and let $\left[V, A_{0}\right]$ be a factorization of $\langle V\rangle$. Then, it is clear that $\left[V, A_{0} A_{1}\right]$ is a factorization of $G$. Conversely, let $[V, A]$ be a factorization of $G$. Let $A_{0}=A \cap\langle V\rangle$. Clearly, $V A_{0} \subseteq\langle V\rangle$. Since $\langle V\rangle \subseteq V A$, then any $w \in\langle V\rangle$ can be written as $w=v a$ from which follows that $a=v^{-1} w \in\langle V\rangle$ and therefore $a \in A_{0}$. We conclude that $\langle V\rangle \subseteq V A_{0}$ and therefore [ $V, A_{0}$ ] is a factorization of $\langle V\rangle$.

The previous lemma can be helpful when we need to answer on question whether certain subset can be a block of a factorization. For example if $g \in G$ and $\operatorname{ord}(g)=m$, then any subset $A \subseteq\langle g\rangle$ such that $|A|=k$, where $k$ does not divide $m$, can not be ending block of a factorization of $G$. Utilizing the transformations we have already discussed on factorizations we obtain different criteria for subsets to be ending blocks in factorizations of a group $G$. For example, we have

Corollary 4.4. If $\left[B_{1}, \ldots, B_{n}\right]$ is a factorization of a group $G$ then $B_{1} \cdots B_{i}$ is an ending block of a factorization of $\left\langle B_{1} \cup \ldots \cup B_{i}\right\rangle$ for $1 \leq i \leq n$. Similarly, $B_{i} \cdots B_{n}$ is an ending block of a factorization of $\left\langle B_{i} \cup \ldots \cup B_{n}\right\rangle$.

Theorem 4.7. Let $V$ be a block of a factorization of group $G$ with $\langle V\rangle \neq G$. Let $z=\frac{|G|}{|V|}$ and let $m=\frac{|G|}{|\langle V\rangle|}$. Let $C=\left\{c_{1}, \ldots, c_{m}\right\}$ be an arbitrary but fixed complete set of left coset representatives, so $C\langle V\rangle=G$. Then $[A, V]$ is a factorization of $G$ if and
only if $A$ has the following form:

$$
A=c_{1} A_{1} \cup \ldots \cup c_{m} A_{m},
$$

where $A_{i}$ are subsets of $\langle V\rangle$ such that $\left[A_{i}, V\right]$ is a factorization of $\langle V\rangle$.

Proof. Suppose that

$$
A=c_{1} A_{1} \cup \ldots \cup c_{m} A_{m}
$$

Then

$$
A V=c_{1} A_{1} V \cup \ldots \cup c_{m} A_{m} V=c_{1}\langle V\rangle \cup \ldots \cup c_{m}\langle V\rangle=C\langle V\rangle=G
$$

To show that $[A, V]$ is a factorization of $G$, it remains only to observe that the second union is disjoint by the definition of set $C$. Note that the first union is also disjoint as it comes from replacing each member of the second by a proper subset.

Conversely, suppose that $[A, V]$ is a factorization of $G$ and let $A_{i}=\langle V\rangle \cap c_{i}^{-1} A$ with $C$ as above. Then $c_{i} A_{i}=c_{i}\langle V\rangle \cap A$ which has two consequences. Firstly,

$$
\begin{equation*}
A=c_{1} A_{1} \cup \ldots \cup c_{m} A_{m} \tag{4.4.1}
\end{equation*}
$$

and the union is disjoint. Also, it is easy to see that $A_{i}^{-1} A_{i} \subseteq A^{-1} A$ and therefore $A_{i}^{-1} A_{i} \cap V V^{-1}=\{e\}$. From $A_{i} V \subseteq\langle V\rangle$ it follows that $\left|A_{i}\right| \leq z / m$. On the other hand, from Equation 4.4.1 it follows that

$$
z=|A| \leq \sum_{i=1}^{m}\left|A_{i}\right|
$$

and therefore $\left|A_{i}\right|=z / m$, for $1 \leq i \leq m$. Hence, $\left[A_{i}, V\right]$ is a factorization of $\langle V\rangle$.

### 4.5 Factorizations by free mappings

In this section, $A$ and $B$ will denote groups. We introduce the new notion of free mappings, a tool for factorizing groups in a certain class. Firstly, we will show how to utilize free mappings in order to obtain factorizations of the direct product $A \times B$. Later, we will show that a broader class of groups, among which is the semidirect product of groups, can be factorized by using free mappings if certain conditions are satisfied.

Definition 4.5. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be mappings between groups $A$ and B. Two pairs $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$, where $a_{1}, a_{2} \in A, b_{1}, b_{2} \in B$, are said to be $a$ clip of $f$ and $g$ if it holds

$$
\begin{aligned}
& f\left(a_{1}\right)^{-1} f\left(a_{2}\right)=b_{2} b_{1}^{-1} \\
& g\left(b_{2}\right) g\left(b_{1}\right)^{-1}=a_{1}^{-1} a_{2} .
\end{aligned}
$$

We say that a clip $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is strong if $a_{1} \neq a_{2}$ or $b_{1} \neq b_{2}$. In fact, it is clear that if $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is a strong clip, then $a_{1} \neq a_{2}$ and $b_{1} \neq b_{2}$. Two mappings $f, g$ are chained if there exists a strong clip of $f$ and $g$, otherwise we say that they are free.

The following theorem provides a way for constructing a factorization of $A \times B$, given a pair of free mappings $f, g$.

Theorem 4.8. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be mappings where $A, B$ are finite groups. Let $S=\{(a, f(a)) \mid a \in A\}$ and $T=\{(g(b), b) \mid b \in B\}$. Then, $\alpha=[S, T]$ is $a$ factorization of $A \times B$ if and only if $f, g$ are free.

Proof. Suppose that $\alpha$ is a factorization of $A \times B$. Let $a_{1}, a_{2} \in A$ and $b_{1}, b_{2} \in B$ be such that

$$
f\left(a_{1}\right)^{-1} f\left(a_{2}\right)=b_{2} b_{1}^{-1}
$$

$$
g\left(b_{2}\right) g\left(b_{1}\right)^{-1}=a_{1}^{-1} a_{2}
$$

Equivalently, we have that

$$
\left(a_{1}, f\left(a_{1}\right)\right)\left(g\left(b_{2}\right), b_{2}\right)=\left(a_{2}, f\left(a_{2}\right)\right)\left(g\left(b_{1}\right), b_{1}\right)
$$

Hence, $\left(a_{1}, f\left(a_{1}\right)=\left(a_{2}, f\left(a_{2}\right)\right)\right.$ and $\left(g\left(b_{2}\right), b_{2}\right)=\left(g\left(b_{1}\right), b_{1}\right)$. We conclude that $a_{1}=a_{2}$ and $b_{1}=b_{2}$, so $f, g$ are free. Conversely, suppose that $f$ and $g$ are free mappings. It is easy to see that $S^{-1} S \cap T T^{-1}=\{(e, e)\}$. Since $A$ and $B$ are finite groups, it follows that $|S T|=|S||T|=|A||B|=|A \times B|$. Therefore, $S T=A \times B$ and according to Theorem 4.1, $\alpha$ is a factorization of $A \times B$.

Let $A$ and $B$ be groups and $H$ a subgroup of $A$. We say that $f: A \rightarrow B$ is constant on the left cosets of $H$ if $|f(a H)|=1$ for every $a \in A$. In the following lemma, we give a technique for constructing free mappings.

Lemma 4.19. Let $A$ and $B$ be groups and $H$ be a subgroup of $A$. Let $f: A \rightarrow B$ be constant on the left cosets of $H$ and $g: B \rightarrow A$ such that $\operatorname{Im}(g) \subseteq H$. Then the mappings $f, g$ are free.

Proof. Suppose that there exists a strong clip $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ of $f$ and $g$. Then, $a_{1}^{-1} a_{2}=g\left(b_{2}\right) g\left(b_{1}\right)^{-1} \in H$. This means that $a_{1}, a_{2}$ are in the same left coset of $H$. Hence, $f\left(a_{1}\right)^{-1} f\left(a_{2}\right)=e$ and $b_{2} b_{1}^{-1}=e$, implying $b_{1}=b_{2}$. Consequently, we have $a_{1}=a_{2}$ which contradicts the assumption that $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is a strong clip of $f$ and $g$.

Clearly, the previous result holds if we take right instead of left cosets. Note that if $H=\{e\}$ then $\operatorname{Im}(g)=\{e\}$. Hence, $f$ could be any mapping from $A$ to $B$. In order to construct a proper factorization using the previous lemma, either $A$ or $B$ must
have a nontrivial subgroup. The following example is a simple illustration of how to use free mappings to obtain a factorization of $A \times B$.

## Example 4.6. Consider the group

$$
G=<a, b, c \mid a^{2}=b^{3}=c^{3}=e, b^{a}=b, c^{a}=c^{-1}, b c=c b>
$$

This is a nonabelian group of order 18 and has a representation on 6 points. We can identify $a=(45), b=\left(\begin{array}{l}1 \\ 2\end{array} 3\right)$ and $c=(456)$. Let $A, B$ be the pointwise stabilizers of the letters $\{1,2,3\},\{4,5,6\}$ respectively. It is easy to see that $A \cong \mathcal{S}_{3}$ while $B \cong \mathbb{Z}_{3}$. Since $A$ and $B$ are both normal in $G$ and $A \cap B=\{e\}$ it follows that $G \cong \mathcal{S}_{3} \times \mathbb{Z}_{3}$. Therefore, we can identify elements of $G$ as ordered pairs.

First, we apply the technique given in Lemma 4.19 in order to find a pair of free mappings. We choose a subgroup $H$ of $\mathcal{S}_{3}$, say $H= \begin{cases}\left.\mathrm{id},\left(\begin{array}{lll}1 & 2 & 3\end{array}\right),\left(\begin{array}{lll}1 & 3 & 2\end{array}\right)\right\} \text {. Then, }\end{cases}$ considering the cosets $H$ and $H(12)$, we can construct a pair of free mappings $f, g$ in the following way:

$$
\begin{aligned}
& f: \mathcal{S}_{3} \rightarrow \mathbb{Z}_{3}, \quad f(x)= \begin{cases}0, & \text { if } x \in H \\
2, & \text { if } x \in H\binom{1}{2} .\end{cases} \\
& g: \mathbb{Z}_{3} \rightarrow \mathcal{S}_{3}, \quad g(0)=\operatorname{id}, g(1)=\left(\begin{array}{lll}
1 & 3 & 2
\end{array}\right), g(2)=\left(\begin{array}{lll}
1 & 3 & 2
\end{array}\right) .
\end{aligned}
$$

The pair of free mappings $f, g$ provides a factorization $\mathcal{S}_{3} \times \mathbb{Z}_{3}=B_{1} \cdot B_{2}$, where
$B_{1}=\left\{(i d, 0),\left(\left(\begin{array}{ll}1 & 3\end{array}\right), 0\right),\left(\left(\begin{array}{ll}1 & 3\end{array}\right), 0\right),((12), 2),((13), 2),\left(\left(\begin{array}{ll}2 & 3\end{array}\right), 2\right)\right\}$,
$\left.B_{2}=\left\{(i d, 0),\left(\left(\begin{array}{lll}1 & 3 & 2\end{array}\right), 1\right)\right),\left(\left(\begin{array}{lll}1 & 3 & 2\end{array}\right), 2\right)\right\}$. Note that this is a nontrivial factorization where the blocks $B_{1}, B_{2}$ are neither groups nor cosets of groups.

We can generalize Theorem 4.8 in the following way.

Theorem 4.9. Let $A, B$ be subgroups of a finite group $G$ such that $A \cap B=\{e\}$. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be a pair of free mappings such that

$$
f(a) g(b)=g(b) f(a)
$$

for $a \in A$ and $b \in B$. Then, the product of sets $\bar{A} \bar{B}$, where $\bar{A}=\{a f(a) \mid a \in A\}$ and $\bar{B}=\{g(b) b \mid b \in B\}$ is direct, i.e. $|\bar{A} \bar{B}|=|\bar{A}||\bar{B}|$.

Proof. Suppose that

$$
a_{1} f\left(a_{1}\right) g\left(b_{1}\right) b_{1}=a_{2} f\left(a_{2}\right) g\left(b_{2}\right) b_{2}
$$

where $a_{1}, a_{2} \in A$ and $b_{1}, b_{2} \in B$. Then, it follows

$$
a_{1} g\left(b_{1}\right) f\left(a_{1}\right) b_{1}=a_{2} g\left(b_{2}\right) f\left(a_{2}\right) b_{2}
$$

Using the fact that $A \cap B=\{e\}$, we have

$$
a_{1} g\left(b_{1}\right)=a_{2} g\left(b_{2}\right) \text { and } f\left(a_{1}\right) b_{1}=f\left(a_{1}\right) b_{1} .
$$

Then, since $f, g$ is a pair of free mappings, it follows that

$$
a_{1}=a_{2} \text { and } b_{1}=b_{2},
$$

which means that

$$
a_{1} f\left(a_{1}\right)=a_{2} f\left(a_{2}\right) \text { and } g\left(b_{1}\right) b_{1}=g\left(b_{2}\right) b_{2}
$$

and therefore $|\bar{A} \bar{B}|=|\bar{A}||\bar{B}|$.

The following lemma, based on the previous theorem, gives a constructive way for
obtaining a pair of free mappings $f: A \rightarrow B$ and $g: B \rightarrow A$ such that

$$
f(a) g(b)=g(b) f(a)
$$

for $a \in A$ and $b \in B$. Here, $A$ and $B$ are subgroups of a finite group $G$ and $A \cap B=\{e\}$.
Lemma 4.20. Let $A$ and $B$ be subgroups of a finite group $G$. Let $H=A \cap C_{G}(B)$ and $f: A \rightarrow B$ and $g: B \rightarrow A$ be any two mappings such that $\operatorname{Im}(g) \subseteq H$ and $f$ is constant on cosets of $H$. Then $f, g$ is a pair of free mappings and

$$
f(a) g(b)=g(b) f(a)
$$

Moreover, if $A \cap B=\{e\}$ then the product of sets $\bar{A} \bar{B}$, where $\bar{A}=\{a f(a) \mid a \in A\}$ and $\bar{B}=\{g(b) b \mid b \in B\}$ is direct.

Proof. The first part follows directly from Lemma 4.19 and the fact that $\operatorname{Im}(g) \subseteq$ $A \cap C_{G}(B)$. The second part is a simple consequence of the previous theorem.

It is clear that we could interchange $A$ and $B$ since everything is symmetric. The previous lemma gives us a way of constructing nontrivial factorizations of a finite group $G$, provided the following requirements hold:
a. $A \cap B=\{e\}$, where $A$ and $B$ are subgroups of $G$.
b. Either $H=A \cap C_{G}(B)$ or $S=B \cap C_{G}(A)$ is a nontrivial subgroup of $G$.
c. $|A||B|=|G|$.

Note that if $G$ is the semidirect product of $A$ and $B$ then conditions $a$. and $c$. are immediately satisfied. Therefore, the technique described in the previous lemma could be applied in the case when $G$ is a semidirect product. In the following example, we are going to illustrate the technique proposed in the lemma above.

Example 4.7. Let $G=D_{12}=\langle u, v\rangle$ be a dihedral group of order 24, such that $\operatorname{ord}(u)=12$ and $\operatorname{ord}(v)=2$. Let

$$
A=\left\{e, u^{3}, u^{6}, u^{9}, v u, v u^{4}, v u^{7}, v u^{10}\right\}, \quad B=\left\{e, u^{4}, u^{8}\right\} .
$$

Clearly, $A \cap B=\{e\}$ and $|G|=|A||B|$. Then, $H=A \cap C_{G}(B)=\left\{e, u^{3}, u^{6}, u^{9}\right\}$.
Let us construct $f: A \rightarrow B$ such that $f$ is constant on cosets of $H$ and $g: B \rightarrow A$ such that $\operatorname{Im}(g) \subseteq H$. So, let

$$
f:\left(\begin{array}{cccccccc}
e & u^{3} & u^{6} & u^{9} & v u & v u^{4} & v u^{7} & v u^{10} \\
e & e & e & e & u^{4} & u^{4} & u^{4} & u^{4}
\end{array}\right)
$$

and $g(e)=e, g\left(u^{4}\right)=u^{6}, g\left(u^{8}\right)=u^{3}$. Then,

$$
\bar{A}=\{a f(a) \mid a \in A\}=\left\{e, u^{3}, u^{6}, u^{9}, v u^{2}, v u^{5}, v u^{8}, v u^{11}\right\}
$$

and $\bar{B}=\{g(b) b \mid b \in B\}=\left\{e, u^{10}, u^{11}\right\}$. It is easy to check that $[\bar{A}, \bar{B}]$ is actually $a$ factorization of $G$.

### 4.6 Free mappings in abelian case

In this section, we assume that $A$ and $B$ are abelian groups. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be a pair of mappings. We define a relation $\mathcal{R}_{f, g}$ on $A \times B$ as $\left(a_{1}, b_{1}\right) \mathcal{R}_{f, g}\left(a_{2}, b_{2}\right)$ if and only if $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is a clip of $f, g$. It turns out that $\mathcal{R}_{f, g}$ is an equivalence relation.

By using free mappings, we will characterize factorizations of the groups $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ and $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$, where $p$ and $q$ are two different primes. In our original approach, we
show that all factorizations of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ must be of the type we introduced in Theorem 4.8. At the end we show an interesting application of Rédei's theorem with a number theoretic implication.

Lemma 4.21. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be two mappings between groups $A$ and B. Let $\mathcal{R}_{f, g}$ be the relation, induced by those mappings on $A \times B$ and defined by

$$
(s, t) \mathcal{R}_{f, g}(u, w) \Leftrightarrow \begin{aligned}
& f(s) f(u)^{-1}=t w^{-1} \\
& g(t) g(w)^{-1}=s u^{-1}
\end{aligned}
$$

Then, $\mathcal{R}_{f, g}$ is an equivalence relation.

Proof. $\mathcal{R}_{f, g}$ is reflexive. Let $(s, t)$ be an arbitrary pair from $A \times B$. From $f(s) f(s)^{-1}=t t^{-1}$ and $g(t) g(t)^{-1}=s s^{-1}$, it follows that $(s, t) \mathcal{R}_{f, g}(s, t)$.
$\mathcal{R}_{f, g}$ is symmetric. Let $(s, t) \mathcal{R}_{f, g}(u, w)$. From

$$
f(s) f(u)^{-1}=t w^{-1}, \quad g(t) g(w)^{-1}=s u^{-1}
$$

it follows that

$$
f(u) f(s)^{-1}=w t^{-1}, \quad g(w) g(t)^{-1}=u s^{-1}
$$

which means $(u, w) \mathcal{R}_{f, g}(s, t)$.
$\mathcal{R}_{f, g}$ is transitive. Let $(s, t) \mathcal{R}_{f, g}(u, w)$ and $(u, w) \mathcal{R}_{f, g}(z, r)$. It follows that

$$
\begin{aligned}
& f(s) f(u)^{-1}=t w^{-1}, \quad g(t) g(w)^{-1}=s u^{-1} \\
& f(u) f(z)^{-1}=w r^{-1}, \quad g(w) g(r)^{-1}=u z^{-1}
\end{aligned}
$$

By multiplying left and right hand sides of the previous equalities, we obtain

$$
f(s) f(z)^{-1}=t r^{-1}, \quad g(t) g(r)^{-1}=s z^{-1}
$$

which means $(s, t) \mathcal{R}_{f, g}(z, r)$.

Note that in the case of abelian groups $A$ and $B,\left(a_{1}, b_{1}\right) \mathcal{R}_{f, g}\left(a_{2}, b_{2}\right)$ if and only if $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is a clip of $f$ and $g$.

Theorem 4.10. Let $f: A \rightarrow B$ and $g: B \rightarrow A$ be mappings where $A, B$ are groups. Let $S=\{(a, f(a)) \mid a \in A\}$ and $T=\{(g(b), b) \mid b \in B\}$. Then, $\alpha=[S, T]$ is $a$ factorization of $A \times B$ if and only if every equivalence class of $\mathcal{R}_{f, g}$ contains just one element.

Proof. Suppose $\left(a_{1}, b_{1}\right) \mathcal{R}_{f, g}\left(a_{2}, b_{2}\right)$. Clearly $a 1 \neq a_{2}$ if and only if $b_{1} \neq b_{2}$. Hence, $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ is a strong clip for $f$ and $g$.

Conversely, if $f$ and $g$ are free then $\left(a_{1}, b_{1}\right) \mathcal{R}_{f, g}\left(a_{2}, b_{2}\right)$ if and only if $a_{1}=a_{2}, b_{1}=b_{2}$. Therefore, each equivalence class of $\mathcal{R}_{f, g}$ contains just one element.

### 4.6.1 A geometric interpretation of the factorizations of

$$
\mathbb{Z}_{p} \times \mathbb{Z}_{p}
$$

An interesting illustration of our approach is given for the abelian group $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$. At the end of this section, we will be able to characterize the factorizations of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ revealing their connection to free mappings.

The graph of a function $f: A \rightarrow B$ is the collection of all ordered pairs $(x, f(x)), x \in$ A. We say that a function $f$ is normalized if $f(0)=0$.

First, suppose that $f, g$ is a pair of linear mappings on $\mathbb{Z}_{p}$, and let $\ell_{1}, \ell_{2}$ be the two distinct lines, passing through the origin, corresponding to $f$ and $g$ respectively.

Then,

$$
\ell_{1}: a_{1} x+b_{1} y=0, \quad \ell_{2}: a_{2} x+b_{2} y=0
$$

where $a_{1}, a_{2}, b_{1}, b_{2} \in \mathbb{Z}_{p}$. Clearly, the lines $\ell_{1}$ and $\ell_{2}$ i generate the affine plane $\mathrm{AG}(2, p) \cong \mathbb{Z}_{p} \times \mathbb{Z}_{p}$. Without loss of generality, we can assume that $a_{2}$ and $b_{1}$ are non-zero elements and then there exist i $m_{1}, m_{2} \in \mathbb{Z}_{p}$ such that

$$
\ell_{1}: y=m_{1} x, \quad \ell_{2}: x=m_{2} y .
$$

It is easy to check that the two mappings

$$
\begin{array}{rlr}
f: & \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p} \quad ; \quad g: \quad \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p} \\
& x \mapsto m_{1} x & \\
& y \mapsto m_{2} y
\end{array}
$$

are free, provided that the lines $\ell_{1}$ and $\ell_{2}$ are not parallel (identical), i.e. $m_{1} \cdot m_{2} \neq 1$. Thus, we can state the following lemma.

Lemma 4.22. Let $f, g$ be the mappings defined as

$$
\begin{array}{rlrl}
f: & \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p} \quad ; \quad g: \quad \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p} \\
& x \mapsto m_{1} x & & y \mapsto m_{2} y
\end{array}
$$

where $m_{1}, m_{2} \in \mathbb{Z}_{p}$ and $m_{1} \cdot m_{2} \neq 1$. Then, $f$ and $g$ are free and $\alpha=\left[B_{1}, B_{2}\right]$ is a normalized factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ where

$$
B_{1}=\left\{\left(x, m_{1} x\right) \mid x \in \mathbb{Z}_{p}\right\}, B_{2}=\left\{\left(m_{2} y, y\right) \mid y \in \mathbb{Z}_{p}\right\}
$$

By Lemma 4.22, given a pair of non-parallel lines, through the origin, in the affine plane $A G(2, p)$, we can construct a pair of free mappings and hence a factorization
of the group $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$. Conversely, let us consider a group $G$ of type ( $p, p$ ) and a normalized factorization $\alpha=\left[B_{1}, B_{2}\right]$. By Rédei's Theorem 4.6, either $B_{1}$ or $B_{2}$ is a subgroup of $G$, and then that block can be seen as a line through the origin in the affine plane $A G(2, p)$. Thus, we can state the following lemma.

Lemma 4.23. Let $G$ be an abelian group of type ( $p, p$ ). If $\alpha=\left[B_{1}, B_{2}\right]$ is a normalized factorization of $G$ then, either $B_{1}$ or $B_{2}$ is a line of the affine plane $A G(2, p)$.

Note that if $\alpha=\left[B_{1}, B_{2}\right]$ is a factorization of abelian group of type $(p, p)$ then not necessarily both $B_{1}$ and $B_{2}$ are lines. Let us consider the following example.

Example 4.8. Let $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ and

$$
B_{1}=\{(0,0),(1,1),(2,2)\}, B_{2}=\{(0,0),(1,0),(1,2)\} .
$$

Then, $\alpha=\left[B_{1}, B_{2}\right]$ is a factorization of $G$. Clearly, even though $B_{1}$ is a line, the factorization $\alpha$ is not of the type given by Theorem 4.8. However, we will see that free mappings have an important role that will lead us to a characterization of factorizations of abelian groups of the type $(p, p)$.

By Lemma 4.23, at least one of the blocks of a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ is a line. The case in which the blocks are lines has been discussed in Lemma 4.22. The following lemma provides a characterization in the general case.

Lemma 4.24. Let $A \subset \mathbb{Z}_{p} \times \mathbb{Z}_{p}$, where $|A|=p$. Let $g: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ be defined by $g(y)=m y, \quad$ and $B=\left\{(m y, y) \mid y \in \mathbb{Z}_{p}\right\}$. Then, $\alpha=[A, B]$ is a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ provided that

$$
m \notin\left\{\left.\frac{x_{1}-x_{2}}{y_{1}-y_{2}} \right\rvert\,\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in A, y_{1} \neq y_{2}\right\} .
$$

Proof. Suppose that $\alpha=[A, B]$ is not a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$. Then, there exist $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in A,\left(x_{1}, y_{1}\right) \neq\left(x_{2}, y_{2}\right)$, and $\bar{y}_{1}, \bar{y}_{2} \in \mathbb{Z}_{p}, \bar{y}_{1} \neq \bar{y}_{2}$, such that

$$
\left(x_{1}, y_{1}\right)+\left(m \overline{y_{1}}, \overline{y_{1}}\right)=\left(x_{2}, y_{2}\right)+\left(m \overline{y_{2}}, \overline{y_{2}}\right) .
$$

Note that $y_{1} \neq y_{2}$ and

$$
m\left(\overline{y_{1}}-\overline{y_{2}}\right)=x_{2}-x_{1}, \quad \overline{y_{1}}-\overline{y_{2}}=y_{2}-y_{1} .
$$

Hence,

$$
m=\frac{x_{1}-x_{2}}{y_{1}-y_{2}}
$$

which contradicts the given assumption.

Theorem 4.11. Let $f$ be a mapping $f: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ and $g: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ defined as $g(y)=m y$, where $m \neq 0$. The mappings $f, g$ are free, provided that

$$
m^{-1} \notin\left\{\left.\frac{f\left(x_{1}\right)-f\left(x_{2}\right)}{x_{1}-x_{2}} \right\rvert\, x_{1}, x_{2} \in \mathbb{Z}_{p}, x_{1} \neq x_{2}\right\} .
$$

Furthermore, if $g(x)=0$, then $f, g$ are free mappings for every $f$.

Proof. This follows from the previous lemma with $A=\left\{(x, f(x)) \mid x \in \mathbb{Z}_{p}\right\}$.

Let us consider Example 4.8 and the automorphism $\sigma_{1}$ of $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ defined by the matrix $M_{1}=\left(\begin{array}{rr}1 & -1 \\ 0 & 1\end{array}\right)$. The automorphism action of $\sigma_{1}$ on the factorization $\alpha$ yields the factorization: $\sigma_{1}(\alpha)=\left[\sigma_{1}\left(B_{1}\right), \sigma_{1}\left(B_{2}\right)\right]$, where

$$
\sigma_{1}\left(B_{1}\right)=\{(0,0),(0,1),(0,2)\}, \sigma_{1}\left(B_{2}\right)=\{(0,0),(1,0),(2,2)\} .
$$

We obtained a new factorization where one block is the vertical line $g: x=0$ and the other block is the graph of the function $f:\left(\begin{array}{lll}0 & 1 & 2 \\ 0 & 0 & 2\end{array}\right)$.

In the following theorem we generalize this approach.

Theorem 4.12. Let $G$ be a group of type $(p, p)$ and $\alpha=\left[B_{1}, B_{2}\right]$ a normalized factorization of $G$. Then, there exists $\sigma \in S L(2, p)$ such that one block of $\sigma(\alpha)$ is the vertical line and the other block is the graph of a normalized function.

Proof. Without loss of generality, we can assume that the block $B_{1}$ is a line $\ell$. Suppose that $\ell: x=0$. We prove that in this case, $B_{2}$ must be a graph of a function. If $B_{2}$ is not graph of a function then there exist $x, y_{1}, y_{2} \in \mathbb{Z}_{p}, y_{1} \neq y_{2}$ such that $\left(x, y_{1}\right)$ and $\left(x, y_{2}\right)$ are in $B_{2}$. Then we have

$$
\left(0, y_{2}-y_{1}\right)+\left(x, y_{2}\right)=(0,0)+\left(x, y_{1}\right)
$$

what contradicts the fact that $\alpha$ is a factorization.
Consider the case when $\ell: y=0$. By taking automorphism action of

$$
\sigma=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

on the factorization $\alpha$ we obtain a new factorization where the first block $\sigma\left(B_{1}\right)$ is the line $x=0$. According to the argument given above, it follows that $\sigma\left(B_{2}\right)$ must be the graph of a normalized function.

Finally, let us suppose that $\ell: y=m x, m \neq 0$. Then, we can define

$$
\sigma=\left(\begin{array}{cc}
m & -1 \\
0 & 1 / m
\end{array}\right)
$$

It is clear that $\sigma \in S L(2, p)$ and $\sigma\left(B_{1}\right)$ is the line $x=0$. Hence, $\sigma\left(B_{2}\right)$ must be the graph of a normalized function.

Theorem 4.12 characterizes the factorizations of the group $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ in a geometric fashion since it shows that every normalized factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ is a rotation of a factorization $\alpha=\left[B_{1}, B_{2}\right]$ where $B_{1}$ corresponds to the vertical line $x=0$ and $B_{2}$ is the graph of a function from $\mathbb{Z}_{p}$ to $\mathbb{Z}_{p}$. Considering two factorizations $\alpha=\left[B_{1}, B_{2}\right]$ and $\alpha^{\prime}=\left[B_{1}^{\prime}, B_{2}^{\prime}\right]$ of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ to be equal if $\left\{B_{1}, B_{2}\right\}=\left\{B_{1}^{\prime}, B_{2}^{\prime}\right\}$, it is not hard to see that the number of normalized factorizations of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ is

$$
(p+1) p^{p-1}-\binom{p+1}{2}=\frac{p(p+1)}{2}\left(2 p^{p-2}-1\right)
$$

### 4.6.2 Factorization of $\mathbb{Z}_{p q}$

The particular relevance of free mappings appears in the factorizations of $\mathbb{Z}_{p q}$. Further on, $p$ and $q$ will be different prime numbers. It will be shown that every factorization of $\mathbb{Z}_{p q}$ induces a pair of free mappings between $\mathbb{Z}_{p}$ and $\mathbb{Z}_{q}$. We will present an interesting application of circulant matrices in the factorization of abelian groups. We will show that under certain conditions each pair of mappings $f: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{q}$ and $g: \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{p}$ must be chained.

Definition 4.6. A set of integers that includes one and only one member of each number class modulo $n$ is called a complete residue system modulo $n$.

Theorem 4.13. Let $p$ be a prime number and $c_{p}, c_{p-1}, \ldots, c_{1}$ integers. Let

$$
\mathbf{V}=\left(\begin{array}{cccc}
c_{p} & c_{p-1} & \ldots & c_{1} \\
c_{1} & c_{p} & \ldots & c_{2} \\
\vdots & \vdots & \vdots & \vdots \\
c_{p-1} & c_{p-2} & \ldots & c_{p}
\end{array}\right)
$$

be a circulant matrix, denoted by $V=\operatorname{circ}\left(c_{p}, c_{p-1}, \ldots, c_{1}\right)$. Then $\operatorname{det}(V)=0$ if and only if either $\sum_{i=1}^{p} c_{i}=0$ or all the $c_{i}$ are equal.

Proof. If all $c_{i}$ are equal then clearly $\operatorname{det}(V)=0$. If $\sum_{i=1}^{p} c_{i}=0$, then by adding all rows of $V$ together, the zero row is obtained and therefore $\operatorname{det}(V)=0$.

Conversely, suppose that $\operatorname{det}(V)=0$. We know that at least one of the eigenvalues of a circulant matrix is equal to zero. The eigenvalues of the circulant matrix $V$ are

$$
\lambda_{l}=P\left(e^{\frac{2 \pi i}{p} l}\right), \quad l=0,1, \ldots, p-1
$$

where

$$
P(x)=\sum_{i=0}^{p-1} c_{i} x^{i}
$$

So, there exists $l$ such that $e^{\frac{2 \pi i}{p} l}$ is a root of the polynomial $P(x)$. Consider two cases. If $l=0$ then

$$
\sum_{i=0}^{p-1} c_{i}=0
$$

If $l \neq 0$ then $e^{\frac{2 \pi i}{p} l}$ is a primitive $p$-th root of unity. In this case, the minimal polynomial
of $e^{\frac{2 \pi i}{p} l}$ over the integers is the cyclotomic polynomial

$$
Q(x)=\sum_{i=0}^{p-1} x^{i}
$$

Therefore $P(x)$ is a constant multiple of $Q(x)$. Consequently, all $c_{i}$ 's are equal.

Definition 4.7. Let $U$ and $W$ be multisets that belong to a common additive group $G$. We define $U+W$ to be the multiset that contains all elements of the form $u+w$ where $u \in U$ and $w \in W$.

The following result is interesting by itself, disregarding any implications on factorizations of abelian groups. Namely, it provides a condition under which the sum of two multisets of integers, where one of them has prime size $p$, is uniformly distributed among the residue classes modulo $p$.

Lemma 4.25. Let $U$ and $W$ be two multisets of positive integers. Let $|U|=p$ and $|W|=n$, where $p$ is a prime number and $\operatorname{gcd}(p, n)=1$. Then, the multiset $U+W$ contains exactly $n$ numbers from each class modulo $p$ if and only if $U$ is a complete residue system modulo $p$.

Proof. Let us suppose that $U+W$ contains $n$ elements from each residue class modulo $p$. Let $c_{i}, b_{i}$ represents the number of elements from $U, W$ that are congruent to $i$ modulo $p$ respectively, where $1 \leq i \leq p$. Note that

$$
\sum_{i=1}^{p} c_{i}=p \text { and } \sum_{i=1}^{p} b_{i}=n
$$

Consider the multiset $U+W$. Let $m_{i}$ denotes the number of elements of $U+W$ that
are congruent to $i$ modulo $p$. Clearly,

$$
\begin{array}{cccccc}
m_{1}= & b_{1} c_{p}+b_{2} c_{p-1}+\ldots+b_{p} c_{1} \\
m_{2}= & b_{1} c_{1}+b_{2} c_{p}+\ldots & +\ldots & b_{p} c_{2} \\
\vdots & \vdots & \vdots & & & \vdots \\
m_{p}= & b_{1} c_{p-1} & +b_{2} c_{p-2} & +\ldots+ & b_{p} c_{p} .
\end{array}
$$

If $m_{1}=m_{2}=\cdots=m_{p}=n$ then the previous system can be written in the matrix form

$$
\left(\begin{array}{cccc}
c_{p} & c_{p-1} & \ldots & c_{1} \\
c_{1} & c_{p} & \ldots & c_{2} \\
\vdots & \vdots & \vdots & \vdots \\
c_{p-1} & c_{p-2} & \ldots & c_{p}
\end{array}\right)\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{p}
\end{array}\right)=\left(\begin{array}{c}
n \\
n \\
\vdots \\
n
\end{array}\right)
$$

If $C=\operatorname{circ}\left(c_{p}, c_{p-1}, \ldots, c_{1}\right), b=\left(b_{1}, b_{2}, \ldots, b_{p}\right)^{t}$ and $d=(n, n, \ldots, n)^{t}$, then the previous system is

$$
C b=d
$$

Let us suppose that $\operatorname{det}(C) \neq 0$. Then, the system has a unique solution, given by

$$
b_{1}=b_{2}=\cdots=b_{p}=\frac{n}{p} .
$$

Since $b_{i}$ are positive integers and $\operatorname{gcd}(p, n)=1$, this case is not possible. Therefore, it must be that $\operatorname{det}(C)=0$. According to Theorem 4.13, it holds

$$
c_{1}=c_{2}=\cdots=c_{p}=1
$$

Thus, $U$ is a complete system of residue classes modulo $p$.
Conversely, let us suppose that $U$ is a complete system of residue classes modulo
$p$. Consider $U+w$ for $w \in W$. It follows that $U+w$ is a complete residue system modulo $p$ as well. Therefore, the multiset $U+W$ contains every residue class modulo $p$ exactly $|W|=n$ times.

Although the following result is a very special case of Theorem 1. in [17], the proof presented here is based on a new method, using circulant matrices and cyclotomic polynomials.

Lemma 4.26. Let $\alpha=\left[B_{1}, B_{2}\right]$ be a factorization of $\mathbb{Z}_{p n}$. Let $\left|B_{1}\right|=p$ and $\left|B_{2}\right|=n$, where $p$ is a prime number such that $\operatorname{gcd}(p, n)=1$. Then $B_{1}$ is a complete system of residue classes modulo $p$.

Proof. Let $m=p n$. Since $\operatorname{gcd}(p, n)=1$, there is the natural isomorphism $\pi$ between $\mathbb{Z}_{m}$ and the group of ordered pairs

$$
\mathbb{Z}_{p} \times \mathbb{Z}_{n}=\{(a, b) \mid 0 \leq a \leq p-1,0 \leq b \leq n-1\}
$$

given by

$$
\pi(x)=(x \bmod p, x \bmod n)
$$

Therefore, $\alpha$ is a factorization of $\mathbb{Z}_{m}$ if and only if $\beta=\left[\pi\left(B_{1}\right), \pi\left(B_{2}\right)\right]$ is a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{n}$. Note that there are exactly $n$ pairs from $\mathbb{Z}_{p} \times \mathbb{Z}_{n}$ that have a particular $a$ on the first coordinate, and there are exactly $p$ pairs having a particular $b$ on the second coordinate.

Let $U, W$ be a multiset of the first coordinates of the set $\pi\left(B_{1}\right), \pi\left(B_{2}\right)$ respectively. Note that elements in $U$ and $W$ are from $\mathbb{Z}_{p}$, where $|U|=p$ and $|W|=n$. Consider the multiset $U+W$. If $\beta$ is a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{n}$, then $U+W$ must contain every residue class modulo $p$ exactly $n$ times.

According to Lemma 4.25, $U$ must contain all residue classes modulo $p$. Therefore, $B_{1}$ is a complete system of residue classes modulo $p$.

Corollary 4.5. Let $\alpha=\left[B_{1}, B_{2}\right]$ be a factorization of $\mathbb{Z}_{p q}$ where $p$ and $q$ are two different prime numbers. Let $\left|B_{1}\right|=p$ and $\left|B_{2}\right|=q$. Then $B_{1}, B_{2}$ are complete residue systems modulo $p, q$ respectively.

According to the previous corollary, it is clear that every factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ must be of the form $\alpha=\left[B_{1}, B_{2}\right]$ where $B_{1}=\{(a, f(a)) \mid 0 \leq a \leq p-1\}$ and $B_{2}=\{(g(b), b) \mid 0 \leq b \leq q-1\}$. Consequently, using Theorem 4.8 we have the following result.

Corollary 4.6. $\alpha=\left[B_{1}, B_{2}\right]$ is a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ if and only if

$$
B_{1}=\{(a, f(a)) \mid 0 \leq a \leq p-1\}, B_{2}=\{(g(b), b) \mid 0 \leq b \leq q-1\},
$$

$p$ and $q$ different primes and $f, g$ are free mappings.

Clearly, every factorization can be normalized, simply by a translation by an appropriate element. According to the previous corollary and Rédei's theorem, one block of a normalized factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$, say $B_{1}$ must be of the form $B_{1}=$ $\{(a, 0)) \mid 0 \leq a \leq p-1\}$. This means that $f(a)=0$ for every $a \in \mathbb{Z}_{p}$. Further, this implies that $g$ could be any mapping from $\mathbb{Z}_{q}$ to $\mathbb{Z}_{p}$, since a pair $f, g$ is always free if one of the the two functions is the zero mapping. We consider two factorizations $\alpha=\left[B_{1}, B_{2}\right]$ and $\alpha^{\prime}=\left[B_{1}^{\prime}, B_{2}^{\prime}\right]$ of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ to be equal if $\left\{B_{1}, B_{2}\right\}=\left\{B_{1}^{\prime}, B_{2}^{\prime}\right\}$. From here, it follows easily that the total number of normalized factorizations of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ is equal to $p^{q-1}+q^{p-1}-1$.

Example 4.9. Consider the mappings $f: \mathbb{Z}_{3} \rightarrow \mathbb{Z}_{4}, g: \mathbb{Z}_{4} \rightarrow \mathbb{Z}_{3}$, defined as

$$
f=\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 2 & 0
\end{array}\right) \quad g=\left(\begin{array}{llll}
0 & 1 & 2 & 3 \\
0 & 1 & 0 & 1
\end{array}\right)
$$

It is not hard to see that $f, g$ are free. Therefore, it is possible to factorize $\mathbb{Z}_{3} \times \mathbb{Z}_{4}$ in the way shown in Theorem 4.8. Thus, we obtain $\alpha=\left[B_{1}, B_{2}\right]$, a factorization of $Z_{12}$, where $B_{1}=\{0,8,10\}, B_{2}=\{0,1,6,7\}$.

The following theorem explains that under certain conditions, we always have a strong clip of mappings $f: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{q}, g: \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{p}$.

Theorem 4.14. Let $f: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{q}$ and $g: \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{p}$ be mappings such that $|\operatorname{Im}(f)|>1$, $|\operatorname{Im}(g)|>1, f(0)=0, g(0)=0$. Then $f$ and $g$ are chained whenever $p$ and $q$ are different primes.

Proof. Let us suppose that $f$ and $g$ are free. By Theorem 4.8, $\alpha=\left[B_{1}, B_{2}\right]$ is a factorization of $\mathbb{Z}_{p} \times \mathbb{Z}_{q}$ where

$$
B_{1}=\{(a, f(a)) \mid 0 \leq a \leq p-1\}, B_{2}=\{(g(b), b) \mid 0 \leq b \leq q-1\} .
$$

Since $f(0)=0$ and $g(0)=0$, it is a normalized factorization. By Rédei's theorem, either $B_{1}$ or $B_{2}$ is a group. Therefore, either $f(a)=0, a \in \mathbb{Z}_{p}$ or $g(b)=0, b \in \mathbb{Z}_{q}$. However, this contradicts the assumption that $|\operatorname{Im}(f)|>1,|\operatorname{Im}(g)|>1$. Therefore, $f$ and $g$ must be chained.

The previous theorem says that under the conditions stated above, there always exist numbers $i_{1}, i_{2} \in \mathbb{Z}_{p}$ and $j_{1}, j_{2} \in \mathbb{Z}_{q}, i_{1} \neq i_{2}, j_{1} \neq j_{2}$ such that

$$
f\left(i_{1}\right)-f\left(i_{2}\right) \equiv j_{1}-j_{2} \quad(\bmod q)
$$

$$
g\left(j_{1}\right)-f\left(j_{2}\right) \equiv i_{1}-i_{2} \quad(\bmod p)
$$

when $p$ and $q$ are different primes. In other words, it says that every two mappings $f: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{q}$ and $g: \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{p}$ are chained, unless one of them is a constant mapping. The following example shows that the assumption for $p$ and $q$ to be different primes can not be dropped.

Example 4.10. Consider mappings $f: \mathbb{Z}_{3} \rightarrow \mathbb{Z}_{3}, g: \mathbb{Z}_{3} \rightarrow \mathbb{Z}_{3}$, defined as

$$
f=\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 1 & 2
\end{array}\right) \quad g=\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 2 & 1
\end{array}\right)
$$

As we see, $|\operatorname{Im}(f)|>1,|\operatorname{Im}(g)|>1, f(0)=0, g(0)=0$. However, $f, g$ are not chained. Therefore, $f$ and $g$ are free and $\alpha=\left[B_{1}, B_{2}\right]$ is a factorization of $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$, where

$$
B_{1}=\{(0,0),(1,1),(2,2)\}, \quad B_{2}=\{(0,0),(1,2),(2,1)\} .
$$

### 4.7 Orbits of blocks of factorization

In this section, we connect the orbits of $k$ complete sets, seen in Chapter 3 with a special kind of factorization of a finite cyclic group $G$. Namely, we will introduce a group action of the group of automorphisms of $G$ on the blocks of factorization of type $(m, n)$ where $\operatorname{gcd}(m, n)=1$. Using the results given in the Chapters 2 and 3 we will be able to provide representatives of orbits of the considered action and the number of orbits as well. To achieve a simple exposition and compatibility with the results in the Chapters 2 and 3, we will identify a finite cyclic group $G$ as the group of residue classes modulo an integer.

We start by bringing out one important result which gives useful information on
the nature of blocks in the case when the factorization is of type ( $m, n$ ), where $m$ and $n$ are coprime.

Lemma 4.27. Let $\alpha=[A, B]$ be a normalized factorization of $\mathbb{Z}_{m n}$, where $|A|=m$, $|B|=n$ and $\operatorname{gcd}(m, n)=1$. Then $A$ is an $n$-complete set and $B$ is an $m$-complete set.

Proof. According to corollary 4.2 it follows that $[m A, B]$ is also a factorization of $Z_{m n}$. However, $m A$ is contained in the unique cyclic subgroup of order $n$ of the group $Z_{m n}$. Since $|m A|=n$, it follows that $m A$ is the subgroup of order $n$. Let us suppose that $b_{1}-b_{2} \equiv 0(\bmod m)$ where $b_{1}, b_{2} \in B$. It follows that $b_{1}-b_{2}=m s$, where $1 \leq s \leq n-1$. However, $m s \in m A$ and

$$
0+b_{1}=m s+b_{2}
$$

so we have that one element is represented in two different ways and this contradicts the fact that $[m A, B]$ is a factorization. Therefore, $B$ contains all residue classes modulo $m$ and similarly one can prove that $A$ contains all residue classes modulo $n$.

Let $\alpha=[A, B]$ be a factorization of type $(m, n)$ of the $\mathbb{Z}_{m n}$, where $\operatorname{gcd}(m, n)=1$. We say that $A,(B)$ is complement of the block $B,(A)$ respectively. From now on, $m$ and $n$ will denote coprime, positive integer numbers.

Like in Section 3.2, let $\mathcal{C}_{m}, \mathcal{C}_{n}$ be the collection of $m, n$-complete subsets of $\mathbb{Z}_{m n}$. Let us consider the action of the group of automorphisms of $\mathbb{Z}_{m n}$ on the sets $\mathcal{C}_{m}$ and $\mathcal{C}_{n}$. Using the results provided in Lemma 3.3, Lemma 3.4, and Cauchy-Frobenius Theorem we obtain the number of orbits of $m$-complete or $n$-complete sets. Similarly, using the algorithm IsInOrbit it is possible to check if two $m, n$-complete sets are in the
same orbit or not. The following lemma enlightens a practical use of action of the group $\mathcal{I}(m n)$ on the collection of $m$ or $n$ complete sets regarding factorization of $\mathbb{Z}_{m n}$.

Lemma 4.28. Let $O_{m}, O_{n}$ be arbitrary orbits of $m$-complete sets, $n$-complete sets under the action of $\mathcal{I}(m n)$ on the sets $\mathcal{C}_{m}, \mathcal{C}_{n}$ respectively. Suppose that there exists $A \in O_{m}$ and $B \in O_{n}$ such that $\alpha=[A, B]$ is a factorization of $\mathbb{Z}_{m n}$. Then $A, B$ can be replaced by any element of $O_{m}, O_{m}$ respectively.

Proof. Statement is the direct consequence of corollary 4.2.

Clearly, every $m$ complete set in $\mathbb{Z}_{m n}$ can be completed by an $n$ complete set $K=\{n i \mid 0 \leq i \leq m-1\}$ and every $n$-complete set can be completed by $m$-complete set $H=\{m j \mid 0 \leq j \leq n-1\}$. Note that $H$ and $K$ are unique subgroups of order $m$ and $n$ respectively of $\mathbb{Z}_{m n}$. We say that the orbits $O_{m}, O_{n}$ are connected if there exist $A \in O_{m}$ and $B \in O_{n}$ such that $[A, B]$ is a factorization of $\mathbb{Z}_{m n}$.

Example 4.11. Consider the group $\mathbb{Z}_{12}$ and its factorizations of type $(4,3)$. There are 10 orbits of 4 complete sets in $\mathbb{Z}_{12}$. We list them all.

$$
\begin{aligned}
& \mathcal{U}_{1}=\{\{0,1,2,3\},\{0,2,7,9\},\{0,3,5,10\},\{0,9,10,11\}\} \\
& \mathcal{U}_{2}=\{\{0,1,2,7\},\{0,5,10,11\}\}, \mathcal{U}_{3}=\{\{0,1,6,7\},\{0,5,6,11\}\} \\
& \mathcal{U}_{4}=\{\{0,1,2,11\},\{0,5,7,10\},\{0,1,10,11\},\{0,2,5,7\}\} \\
& \mathcal{U}_{5}=\{\{0,1,3,6\},\{0,3,5,6\},\{0,6,7,9\},\{0,6,9,11\}\} \\
& \mathcal{U}_{6}=\{\{0,1,6,11\},\{0,5,6,7\}\}, \mathcal{U}_{7}=\{\{0,2,3,9\},\{0,3,9,10\}\} \\
& \mathcal{U}_{8}=\{\{0,1,3,10\},\{0,7,9,10\},\{0,2,9,11\},\{0,2,3,5\}\} \\
& \mathcal{U}_{9}=\{\{0,1,7,10\},\{0,2,5,11\}\}, \mathcal{U}_{10}=\{\{0,3,6,9\}\}
\end{aligned}
$$

There are 7 orbits of 3 complete sets in $\mathbb{Z}_{12}$.

$$
\begin{aligned}
& \mathcal{V}_{1}=\{\{0,1,2\},\{0,10,11\},\{0,2,7\},\{0,5,10\}\} \\
& \mathcal{V}_{2}=\{\{0,1,5\},\{0,7,11\}\}, \mathcal{V}_{3}=\{\{0,1,11\},\{0,5,7\}\}, \\
& \mathcal{V}_{4}=\{\{0,1,8\},\{0,4,11\},\{0,4,5\},\{0,7,8\}\}, \\
& \mathcal{V}_{5}=\{\{0,2,4\},\{0,8,10\}\}, \mathcal{V}_{6}=\{\{0,2,10\}\}, \mathcal{V}_{7}=\{\{0,4,8\}\}
\end{aligned}
$$

Let $M=\left(m_{i j}\right)$ be a matrix of type $10 \times 7$ such that $m_{i j}=1$ if $\mathcal{U}_{i}$ is connected to $\mathcal{V}_{j}$. By examination, we see that $m_{i j}=1$ if $i=10$ or $j=7$, when $i=3, j=5$ and $i=3, j=6$. In all other cases, $m_{i j}=0$.
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