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EDITORIAL

An international mathematical symposium dedicated to the memory of academician Đuro Kurepa was held at the University of Belgrade, Yugoslavia, from 27-28 May, 1996. The Symposium was organized by the Serbian Scientific Society, the Faculty of Mathematics, the Mathematical Institute of the Serbian Academy of Science and Art, and Union of Mathematicians Societies of Yugoslavia. The joint Program and Organizing Committee was: S. Todorčević (chairman), D. Adamović, D. Adnađević, D. Cvetković, Lj. Ćirić, S. Dajović, D. Dugošija, N. Duranović-Miličić, O. Hadžić, A. Ivić, Lj. Kočinac, V. Kovačević-Vujčić, Z. Marković, V. Mićić, Ž. Mijajlović, V. Perić, S. Perović, J. Petrić, Z. Šami, M. Tasković.

The ideas of Đuro Kurepa (1907-1993) have had a significant influence on modern mathematics, notably in set theory and foundations. The most well known are his works on ramified sets and set-theoretical trees. His considerations of various properties of trees (e.g. Suslin’s Property) and his claims of the same to be postulates of the set theory were proved considerably later, with the advent of powerful new methods, through the works of Jech, Silver, Solovay, Tennenbaum, Todorčević and others. The purpose of the Symposium was to bring together researchers from the mathematical areas in which Kurepa worked. So, contributions were in the set theory, foundations, general topology, the number theory and other fields related to Kurepa’s work. Sixty-eight papers were presented, and after a refereeing process thirty-one of them were accepted for publication in the Scientific Review.

The guest editors wish to express their gratitude to the Editorial Board of Scientific Review for the support in preparation of this issue and also to Mrs Alice Tošić for language editing, Mrs Nedeljka Vojnović for efficient secretarial assistance and to Mr Miroslav Živković for text processing.

Ž. M. and V.K.–V.
Đuro Kurepa was born on August 16, 1907 in Majské Poljane near Glina in Srpska Krajina as the fourteenth and last child of Rade and Andelija Kurepa. He got his diploma in theoretical mathematics and physics at the Faculty of Philosophy of the University of Zagreb in 1931. Kurepa spent the years 1932-1935 in Paris at the Faculté des Sciences and the Collège de France. He obtained his doctoral diploma at the Sorbonne in 1935 before a committee whose members were Paul Montel, Maurice Fréchet and Arnaud Denjoy. He received his post-doctoral education at some of the world’s best institutions: the University of Warsaw and the University of Paris, and after the Second World War he visited Cambridge (Massachusetts), the mathematical departments of the Universities of Chicago, Berkeley and Los Angeles, and the Institute of Advanced Studies in Princeton.

Kurepa’s first employment was at the University of Zagreb in 1931, as an assistant in mathematics. He stayed in Zagreb as a professor until 1965 when he moved to Belgrade at the Faculty of Science. He remained there until his retirement in 1977. Meanwhile, he was a visiting professor at Columbia University in New York, and Boulder, Colorado. Besides his university teaching, Kurepa organized successfully scientific work, too. Professor Kurepa was the chairman of the Mathematical Department of the Faculty of Philosophy in Zagreb; then since 1970 till 1980 chairman of the Mathematical Seminar of the Institute of Mathematics of the Serbian Academy of Sciences and Arts. He was a full member of this Academy, the Academy of Science of Bosnia and Herzegovina, and a corresponding member of Yugoslav Academy of Sciences and Arts in Zagreb.

Professor Kurepa was the founder and president of the Society of Mathematicians and Physicists of Croatia, and president of the Union of Yugoslav Societies of Mathematicians, Physicists and Astronomers. He was
also president of the Yugoslav National Committee for Mathematics, as well as president of the Balkan Mathematical Society. Furthermore, he was the founder and for many years the chief editor of the scientific mathematical journal *Mathematica Balkanica*, now published in Sofia. Kurepa was also a member of the editorial board of Belgrade’s *Publications de l’Institut Mathématique*, and the German journal *Zeitschrift für mathematische Logik und Grundlagen der Mathematik*.

Professor Kurepa earned many awards, honors and distinctions. He received the highest prize of former Yugoslavia, the Award of AVNOJ (1976). Also, he was a member of the Tesla Memorial Society of the U.S.A. and Canada (1982), the Bernhard Bolzano Charter, and the Gramata Marin Drinov of the Bulgarian Academy of Science (Sofia 1987).

The scientific output of Professor Kurepa was rather big. He published about 200 scientific papers, and more than 700 writings: books, articles, reviews. His papers were published in journals all around the world, and some of them in the most recognized mathematical journals. He delivered scientific talks at many universities of Europe, America and Asia; for example, at Warsaw, Paris, Moscow, Jerusalem, Istanbul, Cambridge, Boston, Chicago, Berkeley, Princeton and Peking. As Kurepa himself told once: “I lectured at almost each of nineteen universities of (former) Yugoslavia, then in almost every European country, then in Canada, Cuba, Israel and Iraq, and I gave at least ten lectures in each of the following countries: France, Italy, Germany, the Soviet Union and the United States.” He participated at dozens of international scientific symposia, and many of them were organized by himself.

The influence of Professor Kurepa on the development of mathematics in Yugoslavia was great. As a professor of the University of Zagreb he introduced several mathematical disciplines, mainly concerning the foundations of mathematics and set theory. This is best witnessed by the following words of Kajetan Šeper, a professor of the University of Zagreb:

“Professor Kurepa was not only the professional mathematician and teacher, but he was a scientist, philosopher and humanist as well, in the true sense of these words. He was the founder and pioneer in mathematical logic and the foundations of mathematics in Croatia, and modern mathematical theories in Croatia and Yugoslavia. Generally speaking, he was the catalyzer, the initiator and the bearer of mathematical science.

His arrival to Belgrade in the mid-sixties, and the subsequent influence he had on the mathematical community there, may be described with almost the same words. Professor Kurepa exposed the newest results in diverse mathematical disciplines through many seminars, courses and talks.
which he delivered at the Faculty of Sciences and the Mathematical Institute. The topics of his lectures included: the construction of Cohen forcing, some questions concerning independence results in cardinal and ordinal arithmetic, ordered sets and general topology. But he was attracted to other mathematical topics, too. He gave valuable contributions to analysis, algebra, number theory, and even to those mathematical disciplines which were just appearing, as computer science, for example. The universality of his spirit is portrayed by the list of university courses he taught: Algebra, Analysis and Topology.

By publishing his doctoral dissertation in extenso in Belgrade's Publications Mathématique de l'Université de Belgrade in 1935, Kurepa made a first contact with the Belgrade mathematical community. In the beginning of the fifties these contacts became deeper and more frequent. Kurepa was invited already in 1952 to visit the University of Belgrade. On this occasion he gave talks on the theory of matrices, and held a seminar with topics in set theory, topology and algebra. By attending these seminars, many mathematicians gained ideas for their mathematical papers, while graduate students obtained themes for their master and doctoral theses. These works includes virtually all doctoral theses of the older generation of topologists, and many algebraists from all over Yugoslavia: Svetozar Kurepa, Zlatko Mamuzić, Sibe Mardešić, Pavle Papić, Viktor Sedmak, and a few years later, Ljubomir Ćirić, Rade Dacić, Milosav Marjanović, Veljko Perić, Milan Popadić, Ernest Stipanić and Minko Stojaković. Professor Kurepa was supervisor (altogether 42 times) or member of examination boards for doctoral dissertations for many other mathematicians; Many of these mathematicians continued and developed further Kurepa's work, notably Stevo Todorčević.

Professor Kurepa had contacts with many mathematicians of the highest rank from all around the world. Thanks to him some of these mathematicians visited Belgrade: A. Tarski, P. Alexandroff, M. Krasner, N.A. Shanin, K. Devlin and others. Professor Kurepa especially was proud of his encounter with Nikola Tesla, the great Serbian scientist and engineer, with whom Kurepa was fascinated.

Let me say few words about Kurepa's work in topology, set theory and number theory.

In topology Kurepa was interested in some generalizations (non-numerical) of distance functions. In this context there is a notion of Kurepa's pseudo-metric spaces. As it was already mentioned, in the middle of thirties Kurepa was a doctoral student in Paris, and in that time he was influenced by the French mathematical school, particularly by the work of M. Fréchet.
Along this, Kurepa took a new way to the notion of space. He defined the notion of pseudo-distancial space generalizing a class of Fréchet's spaces. In this approach, values of distance function range in a totally ordered set, instead of the set of positive reals, and the triangle condition on distance function is replaced by an interesting relation in ordered sets. Later Fréchet came to the same notion and since then this class of abstract spaces are known under the name of "Kurepa-Fréchet spaces". It is interesting that Kurepa wrote last time about these spaces in 1992. Someone probably would recognize in this class of spaces the notion of Zadeh's fuzzy sets. Anyway, the phrase "sets of fuzzy structure" is contained in his book *Set theory* from 1951.

Trees, partially ordered sets in which every lower cone is a well-ordered set, may be considered as a natural generalization of ordinal numbers. They are special type of ramified sets which Kurepa introduced in his doctoral thesis. By widespread opinion, this capital work is a first systematic study on set-theoretical trees. In his thesis, and later in his papers, Kurepa introduced fundamental notions from the theory of infinite trees: Aronszajn tree, Suslin tree and Kurepa tree. Kurepa proved many interesting properties concerning these objects. Probably the best known is the following equivalent with the notable Suslin hypothesis:

$$\text{SH} \iff \text{There is no Suslin tree.}$$

Suslin hypothesis says that there is no Suslin line, i.e. a linearly ordered set of the countable celularity, but which does not have a countable dense subset.

Lebesgue in his paper in 1905 identified implicitly analytic functions with Bair functions. In his proof he used an argument which was "simple and short, but wrong". The mistaken step in the proof was hidden in the proof of a lemma which he considered as trivial, namely that a projection of a Borel set is also a Borel set. Ten years later, Suslin, a young and talented Luzin's student discovered the mistake. Suslin introduced the notion of analytic sets, as projections of Borel sets, and he proved that there are analytic sets that are not Borel sets. So emerged Descriptive set theory, one of the deepest and most interesting parts of set theory. However, Suslin died soon (in 1919), and the formulation of Suslin hypothesis appear after his death in his paper a year later. This hypothesis will play the central role in the development of the theory of infinite trees, and in this progress Kurepa's work was of the principal importance. Namely, Kurepa was trying since 1935 to solve SH. He did not succeed, simply it was not possible to solve it in this time. Tools of the classical set theory were not adequate.
However, Kurepa was the first who understood the importance of trees in set theory. Using infinite trees, Kurepa also found examples of topological spaces with important and unusual properties.

Kurepa was not able to prove the existence or non-existence of Suslin tree, neither of Kurepa tree. The postulate that there is a Kurepa tree was named Kurepa hypothesis, shortly KH. The complete solution of the problem of the existence of these trees was solved in the beginning of seventies, when the new method, Cohen’s forcing, became a standard and prime tool in set theory. So Solovay, Tennenbaum and Jensen prove that SH is independent from ZFC+CH (Zermelo-Fraenkel set theory plus Continuum Hypothesis), while Devlin proved in 1978 that all logical combinations of CH, SH and KH are consistent with ZFC.

Kurepa had a distinguished ability to sense a good problem and a fine construction, especially if they are connected to ordered sets. We cannot mention all examples of this kind, but one problem from number theory deserves a special attention, as it was considered by several Yugoslav mathematicians and mathematicians from abroad. Kurepa formulated during a mathematical gathering in Ohrid in 1971 the following problem. First he defined an arithmetical function which he called “the left factorial function” as a sum of factorials of first $n - 1$ non-negative integers.

Then the formulation of !$n$-hypothesis is stated as follows: The greatest common divisor of for !$n$ and $n!$ is 2. This hypothesis has a lot of interesting equivalences, and it was considered by many mathematicians. This hypothesis is stated in the book “Unsolved problems in number theory” by R. Guy under the number B44. The hypothesis was checked recently by use of computers for $n < 8,400,000$ Kurepa announced the solution (he ringed me up one early morning in the spring of 1992 to tell me this), but he never published the solution. R. Guy in a letter to me in 1991 mentioned that R. Bond from G. Britain might solved the left factorial hypothesis, but this proof did not appear either up to now.

Kurepa was attracted with many areas in mathematics, besides Set Theory, General Topology, Foundations, and Number Theory. His work include also themes in algebra (theory of matrices), numerical mathematics, computer science and fixed-point theory. Is is not possible to discuss here his full mathematical achievements, but in short we may say: Đuro Kurepa has great merits for the development of the foundations of set theory and mathematics in general.

Ž. Mijajlović
Faculty of Mathematics
University of Belgrade
SOUSLINEAN SPACES AND Tychonoff CUBES

Stevo TODORČEVIĆ

Institute of Mathematics, Serbian Academy of Sciences and Art
Kneza Mihaila 35, 11000 Belgrade, Yugoslavia
Department of Mathematics, University of Toronto,
Toronto, Canada M5S 3G3

This is a short survey of results that spread from the famous problem proposed by Michael Souslin in 1920 [see [23]]:

(Souslin’s Conjecture) The unit interval is the only ordered continuum which contains no uncountable family of pairwise disjoint open subintervals.

The first advance on this problem was made by D. Kurepa [13] when he showed that Souslin’s Conjecture is actually equivalent to the following statement which deals with objects of a quite different sort from those appearing in continua theory:

(Kurepa’s formulation) Every partially ordered set $P$ satisfies one of the following four conditions:

1. $P$ is countable,
2. $P$ contains an uncountable chain,
3. $P$ contains an uncountable antichain,
4. $P$ contains the four-element poset $\diamond$

There are two major lines of investigations of the Souslin problem or problems motivated by it. The first line, started by Kurepa himself building on

---

1Research supported by NSERC and SFS.
his formulation of the Souslin problem, is purely set-theoretical in nature. It starts with the introduction of Souslin trees, the well-founded posets with minimal elements (roots) violating all four properties (1)–(4) above. These Souslin trees have received a considerable amount of attention throughout the years, and especially after the invention of the Method of Forcing by Paul Cohen in the early 60’s ([2], [3]). Shortly afterwards, S. Tennenbaum [24] showed that there is a Cohen extension of the set-theoretical universe containing a Souslin tree. Independently, T. Jech [7] constructed another Cohen extension with the same property. Not long after that, R. Jensen [8] showed that Souslin trees exist even in the smallest set-theoretical sub-universe, the universe of constructible sets of Gödel [5]. This showed that Cohen’s method of forcing was after all not needed if one just wants to produce a model with Souslin’s trees, the model existed already in 1940. It turns out, however, that Cohen’s method was quite essential in producing a model in which Souslin’s Conjecture is true i.e., in showing its full independence from the ordinary axioms of set theory. In fact, Solovay and Tennenbaum [22] had to invent a considerable extension of the original method of Cohen, i.e., they had to invent the so-called Iterated Forcing. It should be noted that Kurepa’s Souslin trees show up also in the Solovay–Tennenbaum construction, but now as forcing-notions to be iterated. A number of people including D.A. Martin noted that the Solovay–Tennenbaum construction gives a model in which a considerable extension of Souslin’s Conjecture is true. This is the so-called Martin’s axiom which states that in the class of forcing-notions satisfying the Souslin condition (every family of pairwise incompatible requirements must be countable) one can always have filters which are generic in some restricted sense, i.e., which meet families of dense open sets whenever they are not too large, e.g. if they have size smaller than continuum, or size not bigger than the first uncountable cardinal corresponding to two of the most frequently used versions of the axiom. (Our references to this axiom below will all concern the latter version.) This started an era of the so-called Forcing Axioms, an era of unifying various Forcing-constructions. Today, this represents one of the most vital fronts of research in this field of mathematics.

The second line of investigation is topological in nature and was again started by Kurepa [13] and later joined by Knaster [12], Marczewski [Szpi- lraja] [16], Shanin [20], and others. The investigation is based on the observation that the Souslin problem is really a part of a more general problem which asks whether the Souslin condition is as strong as the stronger condition of separability in a given class of spaces. In fact there is a number of different chain conditions (see [4]) that one can put on a given compact
space $X$ and which in strength lie between separability and the Souslin condition. Here are some of the most prominent ones:

**Souslin’s condition:** Every uncountable family $\mathcal{F}$ of open subsets of $X$ contains two (distinct) sets $U$ and $V$ such that $U \cap V \neq \emptyset$.

**Knaster’s condition:** Every uncountable family $\mathcal{F}$ of open subsets of $X$ contains an uncountable Knaster family $\mathcal{K}$ i.e., an uncountable family $\mathcal{K} \subseteq \mathcal{F}$ such that $U \cap V \neq \emptyset$ for all $U$ and $V$ in $\mathcal{K}$.

**Shanin’s condition:** Every uncountable family $\mathcal{F}$ of open subsets of $X$ contains an uncountable subfamily $\mathcal{S}$ such that $\bigcap \mathcal{S} \neq \emptyset$.

**Separability:** The family $\mathcal{O}$ of all nonempty open subsets of $X$ can be decomposed into countably many subfamilies $\mathcal{O}_n$ ($n = 1, 2, 3, \ldots$) such that $\bigcap \mathcal{O}_n \neq \emptyset$ for all $n$.

The following relationship between these four chain conditions should be clear:

$$\text{Separable} \rightarrow \text{Shanin} \rightarrow \text{Knaster} \rightarrow \text{Souslin}$$

Investigating in which classes of compact spaces we have that some of these chain conditions are equivalent can be considered as a way of investigating the corresponding versions of the Souslin problem. For example, Knaster [12] proved that Knaster’s condition is equivalent to the separability in the class of ordered continua, so the original Souslin problem reduces to the question whether Souslin’s and Knaster’s conditions are equivalent in this class of spaces. Another, interesting line of research was motivated by the following crucial question of Kurepa and Marczewski, a form of which already appears in the Scottish book (see [19; Problem 192]):

*Question of productiveness.* Which of these four chain conditions are productive.

Here are some of the answers:

1. The product of no more than continuum many separable spaces is separable, but no product of more than continuum many nontrivial spaces is separable (Hewitt-Marczewski-Pondiczery; [6], [17], [18]).

2. Knaster’s condition is preserved in products of any number of factors (Marczewski [16]).

3. Shanin’s condition is preserved in products of any number of factors (Shanin [20]).

4. If Souslin’s condition is productive, then Souslin’s conjecture is
true (Kurepa [14]).

In order to prove (III) Shanin invented his famous *Delta-system Lemma* (see [21]) which turned out to be useful in many other contexts. For example, this lemma is used crucially in the Solovay–Tennenbaum iterated forcing construction discussed above. The following result can be considered as an explanation of the relationship between these two apparently quite different sets of results:

(V) Martins’a axiom is equivalent to the statement that Souslin’s and Shanin’s condition are equivalent in the case of all compact Hausdorff spaces (Todorčević–Velicković [25]).

In fact, one can go further and prove the following result which shows that Martin’s axiom is nothing more than a Souslin’s conjecture for a class of space not much more general than the class of ordered continua.

**Theorem 1.** *Martin’s axiom is equivalent to the statement that every compact first countable Souslin space is separable.*

This leads to a possible line of strengthening the original Souslin’s conjecture. To state this let us call (following M. Bell [1]) a compact space $X$ a *Souslinian space* if $X$ is Souslin but not separable. Thus, Souslin’s conjecture states that the pathology of Souslinean spaces does not occur in the class of ordered continua. Note that the pathology does occur in the class of all compact spaces: By the Hewitt–Marczewski–Pondiczery theorem every Tychonoff cube $[0,1]^4$ over an index-set $A$ of size bigger than continuum is a Souslinean space. The fact that $[0,1]^4$ is Souslin (and in fact Shanin) follows from the theorems of Marczewski and Shanin mentioned above (see (II) and (III)). So the following assertion, stating that large Tychonoff cubes are essentially the only obstructions, can be considered as an ultimate form of Souslin’s Conjecture.

(A) Every compact Souslinean space maps onto a Tychonoff cube of uncountable weight.

Since no first-countable compact space maps onto an uncountable Tychonoff cube, Theorem 1 tells us that (A) is at least as strong as Martin’s axiom. But (A) seems to be quite different from Martin’s axiom as the following fact shows (revealing also the close connection between the Souslin Problem and the Continuum Problem).

**Theorem 2.** *If (A) holds then the minimal size of an unbounded subset of $\mathbb{N}^\mathbb{N}$ under the ordering of eventual dominance is equal to the second uncountable cardinal.*
Among the lines of investigations related to the Souslin Problem, we mention the following well-known problem of von Neumann, also appearing in the Scottish book and at about the same time as the problems of Knaster and Marczewski discussed above (see [19; Problem 163]):

(von Neumann’s problem) Does weak-distributivity and the Souslin condition characterize measure algebras among all complete boolean algebras?

A measure algebra is a complete Boolean algebra $A$ with a $\sigma$-additive measure $\mu: A \to [0, 1]$ such that $\mu(a) > 0$ for all $a \neq 0$ in $A$. An algebra $A$ is weakly-distributive if for every matrix $a_{nm}(n, m \in \mathbb{N})$ of positive elements of $A$ such that

$$\sum_{m=1}^{\infty} a_{nm} = 1$$

for all $n$, there exists a sequence $\{k_n\} \subseteq \mathbb{N}$ such that

$$\prod_{n=1}^{\infty} \sum_{m=1}^{k_n} a_{nm} \neq 0$$

This problem was shortly afterwards analyzed by D. Maharam ([15]) who showed that the complete boolean algebra associated to the Souslin tree serves as a counterexample to von Neumann’s question. However, the corresponding famous reformulation of von Neumann’s question, also due to Maharam ([15]) and known under the name of Control Measure Problem, is still widely open. It has been reformulated to a purely combinatorial question about submeasures on the countable free algebra by Kalton and Roberts (see [9], [10]). It is interesting that this process of reformulating followed closely the chain-condition method described above. This is not so surprising if one knows that the existence of a strictly positive finitely additive measure on a boolean algebra $A$ is simply a chain condition that also lies between separability and the Souslin condition. This is a result of J.L. Kelley [11] which says that there is a finitely additive strictly positive measure $\mu: A \to [0,1]$ if and only if there is a decomposition

$$A \setminus \{0\} = \bigcup_{n=1}^{\infty} A_n$$

such that $\text{Int}(A_n) > 0$ for all $n$. Here, for a given $B \subseteq A \setminus \{0\}$, the intersection number $\text{Int}(B)$ is defined to be equal to the infimum of all ratios of the form

$$\min \left( \frac{\text{cal}(b_1, \ldots, b_n)}{n} \right)$$
where $(b_1, ..., b_n)$ is a finite sequence of (not necessarily distinct) elements of $B$ and where $\text{cal}(b_1, ..., b_n)$ is the maximal cardinality of a subset $I$ of \{1, ..., n\} such that

$$\prod_{i \in I} b_i \neq 0$$
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THE VERY IDEA OF AN OUTCOME

Nuel BELNAP

Department of Philosophy, University of Pittsburgh,
Pittsburgh PA 15260

Abstract. We define, in branching-time structures, an algebra of "simple outcomes" and an algebra of "outcomes of a set of choice points." The former is boolean, the latter orthomodular.

Keywords: outcome, branching time, orthomodularity

What is an outcome? Outcomes make no sense if our world is fully deterministic. So we work in branching time, the simplest representation of indeterminism. \( \langle Tree, \leq \rangle \) is a branching-time (BT) structure iff it is a partial ordering with no downward branching and with the existence of \( glb(m_1, m_2) \) whenever \( m_1, m_2 \in Tree \). Members of Tree are called moments. Moments \( m_1, m_2 \) are consistent if either \( m_1 \leq m_2 \) or \( m_2 \leq m_1 \), and otherwise inconsistent.

We first define the algebra of simple outcomes, following a chain of ideas from von Neumann via [1]. Define \( m_1 \perp m_2 \) iff \( m_1 \) and \( m_2 \) are inconsistent. Then for a set \( M \) of moments, define \( M^\perp = \{ m_1 : \forall m_2 [m_2 \in M \rightarrow m_1 \perp m_2] \} \). The set \( M^\perp \) is the orthocomplement of \( M \). Call \( M \) a simple outcome iff \( M = M^{\perp \perp} \). The algebra of simple outcomes is given by \( \langle Q, \perp, \land, \lor \rangle \) where \( Q \) is the set of simple outcomes, \( M^\perp \) is as just defined, \( M_1 \land M_2 \) is the set meet \( M_1 \cap M_2 \), and \( M_1 \lor M_2 = (M_1 \cup M_2)^{\perp \perp} \).

It is shown in [1] that any algebra following out these definitions from an irreflexive and symmetric relation is bound to be an ortholattice. The first result reported here is that the algebra of simple outcomes is boolean, although it is not a set algebra. More interesting is the nonmathematical fact that simple outcomes "look like" outcomes. For instance, if you are not in a
simple outcome, then you can always find a path to its orthocomplement—
and conversely: the orthocomplement of $M$ is the outcome that has begun
to happen exactly when $M$ can no longer begin to happen.

Simple outcomes are "outcomes of something or other." Suppose, however, we fix on a special set $E$ and ask for the "outcomes of $E." For this we define $m_1 \perp_E m_2$ by: $m_1 \perp m_2$ and $\text{glb}(m_1, m_2) \in E$. So when $m_1 \perp_E m_2$, we know that $E$ contains the exact place of splitting that makes at least one of $m_1, m_2$ henceforth impossible. Then we follow out the von Neumann
chain of definitions exactly, keeping in mind the relativization to $E$, and
ending with $Q_E = (Q_E, \perp_E, \land_E, \lor_E)$. This we call the algebra of outcomes
of $E$.

Examples show that $Q_E$ is not boolean. Let e.g. $Tree = \{m_0, m_x, m_y, m_{x+}, m_{x-}, m_{y+}, m_{y-}\}$ begin with $m_0$, and split so that $m_x$ and $m_y$ are each
just above $m_0$. Let $m_z$ and $m_y$ each split so that $m_{x+}$ and $m_{x-}$ are just
above $m_x$, and $m_{y+}$ and $m_{y-}$ above $m_y$. Story: the physicist decides at $m_0
whether to make the $x$ or the $y$ measurement, which are inconsistent (each
can be made but not both). Then the measurements at $m_x$ and $m_y$
have each two possible results, + or -. If we are interested in "the outcomes
of the measurements" (unmixed with the decisions of the physicist), we let
$E = \{m_x, m_y\}$. The resulting lattice of outcomes has just the six elements
$\emptyset, \{m_{x+}\}, \{m_{x-}\}, \{m_{y+}\}, \{m_{y-}\}, Tree$ and is obviously not boolean.

**Theorem.** Regardless of the tree structure and choice of $E$, $Q_E$ is ortho-
modular: If $M_1, M_2 \in Q_E$ and $M_1 \subseteq M_2$, then $M_1 \lor_E (M_1 \perp_E \land_E M_2) = M_2$.

This second result is interesting because, while the present very simple
intuitive basis involves indeterminism, there is no connection with quantum-
mechanical "funny business," to which nonboolean orthomodularity is usu-
ally attributed.

Hardly anything additional is known about how the choice of $Tree$ and
$E$ influences the structure of $Q_E$; almost all questions are open.

REFERENCES

A CONJECTURE ABOUT IDENTITY, INTERPOLATION AND THE LENGTH OF PROOFS IN TW$_-$-ID$^\dagger$

Aleksandar KRON

University of Belgrade

Abstract. It is known that in the system TW$_-$-ID of purely implicational relevance logic there is no theorem of the form $(A \rightarrow A)$ (NOID). We conjecture that NOID is equivalent to the following interpolation property: for any theorem $(A \rightarrow C)$ of TW$_-$-ID, if there is a formula $B$ such that $(A \rightarrow B)$ and $(B \rightarrow C)$ are theorems of TW$_-$-ID, then there is a natural number $n$ such that for any natural number $m$ and any formulas $B_1, \ldots, B_m$, if

$$(A \rightarrow B_1), (B_1 \rightarrow B_2), \ldots, (B_{m-1} \rightarrow B_m), (B_m \rightarrow C)$$

are theorems of TW$_-$-ID, then $m \leq n$.

We show that the interpolation property stated above is equivalent to the following provability property: for any formula $A$, if $A$ is a theorem of TW$_-$-ID, then there is a natural number $n$ such that the length of proofs of $A$ in TW$_-$-ID is not greater than $n$.

1. THE SYSTEMS TW$_-$-ID, TRW$_-$-ID AND TW$^{01}$-ID

The only connective in the language of TW$_-$-ID is $\rightarrow$. If $A$ and $B$ are formulas, so is $(A \rightarrow B)$. We shall write $(AB)$ instead. The parentheses are omitted as usual, with the association to the left. Also, we write $A. BC$ for $A(BC)$.

The only rule of TW$_-$-ID is modus ponens (MP).

$^\dagger$This research has been supported by the Science Fund of Serbia (grant number 0401A) through the Mathematical Institute in Belgrade.
The axioms of $TW\rightarrow \text{-ID}$ are all formulas of the form

$$\text{ASU} \quad AB \cdot BC \cdot AC$$

$$\text{APR} \quad BC \cdot AB \cdot AC$$

By a proof tree of a formula $C$ in $TW\rightarrow \text{-ID}$ we understand a finite tree such that:

(a) $C$ is at the origin of the tree;

(b) if $B$ is a node that is not an end node, then there is an application of MP with the premises $A$ and $AB$ such that $A$ and $AB$ are nodes immediately above $B$;

(c) if $B$ is an end node, then it is an axiom of $TW\rightarrow \text{-ID}$.

By the length of a proof tree of $C$ we understand the number of nodes in the longest branch of the tree.

**Theorem 1.** Let there be a proof tree of $C$ of length $n$, $n > 1$, and let $B_1, \ldots, B_{n-1}, C$ be a branch of length $n$; then there is a node of this proof of the form $A_n \cdot \ldots \cdot A_1C$ such that $A_1, \ldots, A_n$ are theorems of $TW\rightarrow \text{-ID}$.

**Proof.** It is clear that any $B_i$, $1 \leq i \leq n - 1$, is either a major or a minor premise in an application of MP. If $B_i$ is the major premise, then $B_i = B_i'B_{i+1}$, where $B_i'$ is the corresponding minor premise; if $B_{n-1}$ is the major premise, then $B_{n-1} = B_{n-1}'C$.

Let us define a branch $A_{n-1}, \ldots, A_1, C$ of the given proof of $C$ as follows: if $B_{n-1}$ is the major premise in the application of MP, then $A_1 = B_{n-1}$; if $B_{n-1}$ is the minor premise, then $A_1$ is the corresponding major premise, $A_1 = B_{n-1}C$.

Suppose that $A_k, \ldots, A_1, C$ have been defined; then $A_{k+1} = B_{n-k-1}$, if $B_{n-k-1}$ is the major premise in an application of MP; furthermore, $A_{k+1} = B_{n-k-1}A_k$, if $B_{n-k-1}$ is the minor premise of MP, where, obviously, $B_{n-k-1}$ is the corresponding major premise.

By induction on $k$, $1 \leq k < n - 1$, it can be shown that $A_{n-1}, \ldots, A_1, C$ is a branch of the given proof of $C$. Moreover, $A_1$ is of the form $D_{n-1}C$. Suppose that $A_k$ is of the form $D_kD_{k-1} \cdot \ldots \cdot D_1C$ and let us consider $A_{k+1}$.

If $A_{k+1} = B_{n-k-1}$ is the major premise in an application of MP, then $A_{k+1} = B_{n-k-1}'A_k = B_{n-k-1}'D_kD_{k-1} \cdot \ldots \cdot D_1C$; if $B_{n-k-1}$ is the minor premise in an application of MP, then $A_{k+1}$ is the corresponding major premise; hence, $A_{k+1} = B_{n-k-1}A_k = B_{n-k-1}D_k \cdot \ldots \cdot D_1C$.

By the construction, $A_1, \ldots, A_n$ are theorems of $TW\rightarrow \text{-ID}$. 
This proves the theorem.

There is an alternative formulation of $\text{TW}_\rightarrow\text{--ID}$ called herein $\text{TRW}_\rightarrow\text{--ID}$. It has the axiom-schemata $\text{ASU}$ and $\text{APR}$, but the rules are:

- **SU**: From $AB$ to infer $BC.AC$
- **PR**: From $BC$ to infer $AB.AC$
- **TR**: From $AB$ and $BC$ to infer $AC$

It is clear that the theorems of $\text{TRW}_\rightarrow\text{--ID}$ are theorems of $\text{TW}_\rightarrow\text{--ID}$. That the theorems of $\text{TW}_\rightarrow\text{--ID}$ are theorems of $\text{TRW}_\rightarrow\text{--ID}$ follows by an inductive argument showing that $\text{TRW}_\rightarrow\text{--ID}$ is closed under MP.

The proofs of theorems in $\text{TRW}_\rightarrow\text{--ID}$ can be written in a normal form.

**Theorem 2.** For any proof of a theorem of $\text{TRW}_\rightarrow\text{--ID}$ containing $n$ applications of TR there is a proof of the same theorem containing $n$ applications of TR such that no application of TR precedes an application of either SU or PR.

**Proof.** Suppose that (c) $AC$ is obtained from (a) $AB$ and (b) $BC$ by TR, and that (d) $CD.AD$ is obtained from (c) by SU.

Obviously, we can apply SU to (b) and (a) first, to obtain (b') $CD.BD$ and (a') $BD.AD$, and then to apply TR to (b') and (a') to prove (d).

Suppose that (c) $AC$ is obtained from (a) $AB$ and (b) $BC$ by TR, and that (d) $DA.DC$ is obtained from (c) by PR.

We can apply PR to (a) and (b) first, to obtain (a') $DA.DB$ and (b') $DB.DC$, and then to apply TR to (b') and (a') to prove (d).

It is clear that if the first proof has $n$ applications of TR, so does the second.

**Theorem 3.** If (a) $AB$ and (b) $BC$ are proved in $\text{TRW}_\rightarrow\text{--ID}$ such that (a) is obtained by an application of SU (of PR) in the last step and (b) is obtained by an application of PR (of SU) in the last step, then there is a proof of $AC$ by TR such that the left premiss (a') in this application of TR is obtained by PR (SU) in the last step and the right premiss (b') is obtained by SU (PR) in the last step.

**Proof.** Suppose that (a) is $DE.FE$, obtained from (a') $FD$ by SU, and that (b) is $FE.FG$, obtained from (b') $EG$ by PR. It is clear that from (b')
we can derive $DE.DG$ by PR and that from (a') we can prove $DG.FG$ by SU.

Suppose that (a) is $ED.EF$, obtained from (a') $DF$ by PR, and that (b) is $EF.GF$, obtained from (b') $GE$ by SU. Now from (b') we obtain $ED.GD$ by SU and from (a') we can prove $GD.GF$ by PR.

**Theorem 4.** If (a) $AB$ is obtained either by SU or by PR and (b) $BC$ is an axiom then there is a proof of $AC$ by TR such that the left premiss (b') of this application of TR is an axiom.

**Proof.** Let (a) be $DE.EF$, obtained from (a') $FD$ by SU, and let (b) be the axiom $FE.EG.FG$. We can take (b') to be $DE.EG.DG$, then we apply SU to (a'), to obtain (a'') $DG.FG$, and then we use PR to prove (b'') $(EG)(DG).EG.FG$.

If (b) is the axiom $FE.GF.GE$, we take (b') to be $DE.GD.GE$, and we apply PR to (a') to obtain $GF.GD$; now we use SU to prove (b'') $(GD)(GE).GF.GE$.

Let (a) be $DE.DE$, obtained from $EF$ by PR, and let (b) be the axiom $DF.FG.DG$. We can take (b') $DE.EG.DG$, and apply SU to (a') to obtain $FG.EG$, and then SU to prove (b'') $(EG)(DG).FG.DG$.

If (b) is the axiom $DF.GD.GF$, we take (b') to be $DE.GD.GE$, and apply PR to (a') to prove $GE.GF$, and then PR again, to obtain $(GD)(GE).GD.GF$.

This completes the proof of the theorem.

**Theorem 5.** If $AC$ is a theorem of $\text{TRW}_{-\text{ID}}$, then either $AC$ is an axiom or there are non-negative integers $k$, $m$, $n$ and formulas $B_1, \ldots, B_k$, $D_1, \ldots, D_m$, and $E_1, \ldots, E_n$ such that at least one of $k$, $m$, and $n$ is not 0, and

$$AB_1, \ldots, B_{k-1}B_k, B_kD_1, \ldots, D_{m-1}D_m, D_mE_1, \ldots, E_{n-1}E_n, E_mC$$

are theorems of $\text{TRW}_{-\text{ID}}$ satisfying the following conditions:

1. TR is not used in the proof of any of them;
2. $AB_1, \ldots, B_{k-1}B_k$ are axioms;
3. $B_kD_1, \ldots, D_{m-1}D_m$ are obtained by an application of SU (of PR) in the last step;
4. $D_mE_1, \ldots, E_{n-1}E_n, E_mC$ are obtained by an application of PR (of SU) in the last step.

**Proof.** By Theorems 1 - 3.
The proof of \( AC \) in \( \text{TTRW}_-\text{ID} \) having the form described in Theorem 4 is called normal. Hence, for any theorem of \( \text{TTRW}_-\text{ID} \) there is a normal proof.

The most important theorem of \( \text{TW}_-\text{ID} \) and hence of \( \text{TTRW}_-\text{ID} \) is \( \text{NOID} \):

**Theorem 6.** There is no theorem of \( \text{TW}_-\text{ID} \) and hence of \( \text{TTRW}_-\text{ID} \) either of the form \( AA \) or of the form \( ABB \) or of the form \( A.ABB \) or of the form \( ABBA \).

**Proof.** Cf. [2], [3], [4] and [5].

By a code we understand a finite sequence of 0’s and 1’s. The *empty code* is \( \emptyset \). The letters \( a, b, c, \ldots \) range over the set of codes. By the *length* \( l(a) \) of a code \( a \) we understand the number of 0’s and 1’s in \( a \). If \( a = a_1 \ldots a_m \) and \( b = b_1 \ldots b_n \), then \( ab = a_1 \ldots a_m b_1 \ldots b_n \).

With each occurrence of a subformula \( B \) in a formula \( A \) we associate a code \( f(B, A) \) as follows:

1. \( f(A, A) = 0 \);
2. If \( f(BC, A) = a0 \), then \( f(B, A) = a01 \) and \( f(C, A) = a00 \);
3. If \( f(BC, A) = a1 \), then \( f(B, A) = a10 \) and \( f(C, A) = a11 \).

If the code \( a \) is the initial segment of a code \( b \), we write \( a \preceq b \); if \( a \preceq b \) and \( a \neq b \), we write \( a < b \).

Following [1] we shall call an occurrence of a subformula \( B \) in a formula \( A \) antecedent or consequent if \( f(B, A) = a1 \) or \( f(B, A) = a0 \), respectively, for some code \( a \).

For any code \( a \) we define the code \( a^{-1} \). If \( a = \emptyset \), then \( a^{-1} = \emptyset \); furthermore, \( 0^{-1} = 1, 1^{-1} = 0 \) and \( (ab)^{-1} = a^{-1}b^{-1} \).

Let us define the *depth* of an occurrence of a subformula \( B \) in a formula \( A \) as follows: if \( f(B, A) = a \), then \( l(a) - 1 \) is the depth of \( B \) in \( A \).

Let \( B \) be a subformula of \( A \) with a code \( a \) in \( A \); then we shall write \( A[B, a] \) for \( A \). We have \( (A_1A_2)[B, 01a] = A_1[B, 0a^{-1}]A_2 \) and \( (A_1A_2)[B, 00a] = A_1A_2[B, 0a] \).

If \( A = A[B, a] \), we shall write \( A[B/C, a] \) for the result of the substitution of an occurrence of \( C \) for the particular occurrence of \( B \) with the code \( a \) in \( A \). Obviously, \( A[B/C, a] = C \) if \( a = 0 \) and \( A[B, 0] = B \).

**Theorem 7.** Let \( AB \) be a theorem of \( \text{TW}_-\text{ID} \); then so are

(a) \( D[A, a0]D[A/B, a0] \) and (b) \( D[A/B, a1]D[A, a1] \).
**Proof.** By induction on the depth of $A$ in $D$.

Let the depth of $A$ in $D$ be 0; then $A = D$ and $B = D[A/B, 0]$. Obviously, $D[A, 0]D[A/B, 0] = AB$.

Let $D = D_1D_2$.

If $D[A, 0a0] = D_1[A, 0a^{-1}1]D_2$, then $D_1[A/B, 0a^{-1}1]D_1[A, 0a^{-1}1]$ is a theorem by induction hypothesis. Hence, by ASU and MP we obtain

$$D_1[A, 0a^{-1}1]D_2.D_1[A/B, 0a^{-1}1]D_2,$$

i.e. $D[A, 0a0]D[A/B, 0a0]$.

If $D[A, 00a0] = D_1D_2[A, 0a0]$, then $D_2[A, 0a0]D_2[A/B, 0a0]$ is a theorem of $\text{TW} \rightarrow \text{ID}$ by induction hypothesis. Hence, by APR and MP we obtain

$$D_2[D_2[A, 0a0]].D_1(D_2[A/B, 0a0]),$$

i.e. $D[A, 00a0]D[A/B, 00a0]$.

If $D[A, 01a1] = D_1[A, 0a^{-1}0]D_2$, then $D_1[A, 0a^{-1}0]D_2[A/B, 0a^{-1}0]$ is a theorem of $\text{TW} \rightarrow \text{ID}$ by induction hypothesis. Hence, by ASU and MP we get

$$D_1[A/B, 0a^{-1}0]D_2.D_1[A, 0a^{-1}0]D_2,$$

i.e. $D[A/B, 01a1]D[A, 01a1]$.

If $D[A, 00a1] = D_1(D_2[A, 0a1])$, then $D_2[A/B, 0a1]D_2[A, 0a1]$ is a theorem by induction hypothesis. Hence, by APR and MP we get

$$D_1(D_2[A/B, 0a1]).D_1(D_2[A, 0a1]),$$

i.e. $D[A/B, 00a1]D[A, 00a1]$

The system $\text{TW}^{0\downarrow} \rightarrow \text{ID}$ was defined by K. Došen and the present author. It has no axioms and the rules are:

**SU**

From $D[AB, a0]$ to infer $D[AB/BC.AC, a0]$

**PR**

From $D[BC, a0]$ to infer $D[BC/AB.AC, a0]$

**SU**

From $D[BC.AC, a1]$ to infer $D[BC.AC/AB, a1]$

**PR**

From $D[AB.AC, a1]$ to infer $D[AB.AC'/BC, a1]$
$SU^0$ and $PR^0$ are called 0-rules; $SU^1$ and $PR^1$ are called 1-rules.

Suppose that we have started applying these rules to a formula $A$, and that, after a finite nonzero number of applications of these rules we have obtained the formula $B$; then we shall write $A \to B$ to denote both this fact and the derivation of $B$ from $A$. Also, we shall write $A \to B \to C$ if $A \to B$ and $B \to C$.

Let us define the set of theorems of $\text{TW}^{01}_{\perp}$-ID: suppose that $A \to B$; then $AB$ is a theorem of $\text{TW}^{01}_{\perp}$-ID.

K. Došen has remarked that in $\text{TW}^{01}_{\perp}$-ID every derivation can be written in a normal form.

**Theorem 8.** If $DF$ is a theorem of $\text{TW}^{01}_{\perp}$-ID, then there is a derivation of $DF$ in $\text{TW}^{01}_{\perp}$-ID such that no application of a 1-rule precedes an application of a 0-rule.

**Proof.** If an application of a 1-rule precedes an application of a 0-rule, there is the possibility of reversing that order. Let us see how this can be done.

Let $SU^1$ be applied to $E$ in a derivation of $F$ from $D$, let $E'$ be the result of this application, and then let a 0-rule (say $SU^0$) be applied to $E'$ with the result $E''$. Thus, $E = E[BC.AC,a1]$ and $E' = E[BC.AC/AB,a1]$.

If now $HI.GI$ is substituted for a consequent occurrence of $GH$ in $E'$, then this consequent occurrence of $GH$ exists in $E$ as well, and hence $SU^0$ can be applied to $E$ first, and then we may apply $SU^1$ to derive $E''$.

We take care of the remaining rules in a similar way.

**Theorem 9.** If $A \to B$, then there is a derivation of $AB$ in $\text{TW}^{01}_{\perp}$-ID such that every application of a 0-rule (if any) at depth $d$ precedes all applications of the 0-rules at depth $d'$, $d < d'$.

**Proof.** If an application of a 0-rule at depth $d'$ precedes an application of a 0-rule at depth $d$, $d < d'$, there is the possibility of reversing that order. For example, let $SU^0$ be applied to $E$, $E = E[AB,a0]$, at depth $d'$, in a derivation of $F$ from $D$, let $E'$ be the result of this application, $E' = E[AB/BC.AC,a0]$, and then let $SU^0$ be applied to $E'$ at depth $d$, $d < d'$, with the result $E''$, as follows: let the displayed occurrence of $BC.AC$ in $E'$ be in a consequent occurrence of a subformula $GH'$ of $E'$, say, $H = H[AB,b0]$ and $H' = H[AB/BC.AC,b0]$. Suppose, moreover, that $SU^0$ is applied to $GH'$ in $E'$ at depth $d$, $d < d'$ and $b < a$, to derive $E''$, where $E'' = E'[GH'/H'I.GI,b0]$. It is clear that we may apply $SU^0$ to $E$ at depth
d first, to obtain \( E[GH/HIGI,b0] \), and then \( SU^0 \) again, at depth \( d'' \), to obtain \( E'' \).

We take care of the remaining cases in a similar way.

**Theorem 10.** If \( A \rightarrow B \), then there is a derivation \( A \rightarrow B \) in \( TW^{01}_{-ID} \) such that every application of a 1-rule (if any) at depth \( d \) precedes all applications of the 1-rules at depth \( d' \), \( d > d' \).

**Proof.** If an application of a 1-rule at depth \( d'' \) precedes an application of a 1-rule at depth \( d \), \( d > d' \), there is the possibility of reversing that order.

Let \( SU^1 \) be applied to \( E \) at depth \( d'' \) (in \( E \)) in a derivation of \( F \) from \( D \), let \( E' \) be the result of this application, and then let a 1-rule be applied to \( E' \) at depth \( d \) (in \( E' \)), \( d > d' \), with the result \( E'' \). Thus, say, \( E = E[BC.AC,a1] \) and \( E' = E'[BC.AC/AB,a1] \). If now \( GH \) is substituted for an antecedent occurrence of \( HIGI \) in \( E' \), then this antecedent occurrence of \( HIGI \) exists in \( E \) as well, and hence \( SU^1 \) can be applied to \( E \) first, at depth \( d \), and then we may apply \( SU^1 \) at depth \( d' \) to derive \( E'' \).

We take care of the remaining cases in a similar way.

Let us call a derivation \( A \rightarrow B \) normal if

1. no application of a 1-rule precedes an application of a 0-rule;
2. no application of a 0-rule at greater depth precedes an application of a 0-rule at a smaller depth;
3. no application of a 1-rule at smaller depth precedes an application of a 1-rule at a greater depth.

Theorems 7 - 9 show that for any theorem \( AB \) of \( TW^{01}_{-ID} \) there is a derivation \( A \rightarrow B \) in a normal form. In the sequel we shall assume that all derivations are in normal form.

We define an application of a 0-rule to be principal if the depth of the occurrence of the subformula to be substituted is 0.

A derivation \( A \rightarrow B \) is called principal if it consists of principal applications of 0-rules at depth 0 only.

If there is a principal derivation \( A \rightarrow B \), we shall write \( A \rightarrowrightarrow B \) to denote this fact and the principal derivation of \( B \) from \( A \).

A derivation \( A \rightarrow B \) is called non-principal if it is not principal.

A derivation of \( A \rightarrow B \) is called inner iff it contains no principal application of a 0-rule.

**Theorem 11.** \( AB \rightarrow CD \) is an inner derivation iff either (1) \( A = C \) and \( B \rightarrow D \) or (2) \( B = D \) and \( C \rightarrow A \) or (3) \( B \rightarrow D \) and \( C \rightarrow A \).
Proof. By the normal form theorem we have the "if part" of the theorem.

On the other hand, in each of the cases (1) - (3) we prove \( AB \rightarrow CD \).

Theorem 12. \( \text{TW}_0^1\)-ID is equivalent to \( \text{TW}_{-1}\)-ID.

Proof. If \( D[AB, a0] \rightarrow D[AB/BC.A.C, a0] \) in \( \text{TW}_0^1\)-ID contains a single application of \( \text{SU}^0 \), then, by Theorem 7, \( D[AB, a0]D[AB/BC.A.C, a0] \) is a theorem of \( \text{TW}_{-1}\)-ID. This shows that \( \text{TW}_{-1}\)-ID is closed under \( \text{SU}^0 \).

In a similar way, by using Theorem 7, we take care of the remaining rules.

Hence, if \( A \) is a theorem of \( \text{TW}_0^1\)-ID, then it is a theorem of \( \text{TW}_{-1}\)-ID. The axioms of \( \text{TW}_{-1}\)-ID are easily derived in \( \text{TW}_0^1\)-ID.

It is obvious that in \( \text{TW}_0^1\)-ID we have neither \( p \rightarrow A \) nor \( A \rightarrow p \) nor \( A \rightarrow pp \). Therefore, we may write MP in the form: if \( A \rightarrow B \) and \( AB \rightarrow CD \), then \( C \rightarrow D \).

Let us show that \( \text{TW}_0^1\)-ID is closed under MP.

Suppose that \( A \rightarrow B \) and \( AB \rightarrow CD \).

If \( AB \rightarrow CD \) is an inner derivation, then either \( A \equiv C \) and \( C \rightarrow B \rightarrow D \) or \( B = D \) and \( C \rightarrow A \rightarrow D \) or \( C \rightarrow A \rightarrow B \rightarrow D \), by Theorem 1.11.

Let \( AB \implies EF.GH \rightarrow CD \) and \( AB \neq EF.GH \).

By induction on the number of principal applications of 0-rules we can prove that \( EF \rightarrow GH \).

Suppose that there is only one principal application of a 0-rule; then either (a) \( B = E, G = A \) and \( F \equiv H \) or else (b) \( E \equiv G, F = A \) and \( H = B \), say (a).

We have \( A \rightarrow B \); this means that starting with \( A \) and applying the 0- and 1-rules we eventually obtain \( B \). Let us start with \( BF \); in this formula every consequent occurrence of a subformula in \( B \) is an antecedent occurrence in \( BF \), and conversely, every antecedent occurrence of a subformula in \( B \) is a consequent occurrence in \( BF \). It is easy to see that \( AF \) can be obtained from \( BF \) by applying the same rules that lead from \( A \) to \( B \) in reverse order. This means that \( AF \) is obtained from \( BF \) by applying a 0-rule instead of the corresponding 1-rule and a 1-rule instead of the corresponding 0-rule.

Hence, if \( A \rightarrow B \), then \( BF \rightarrow AF \).

We proceed in case (b) in a similar way.

Suppose that the number of principal derivations in \( AB \implies EF.GH \) is greater than 1. If \( EF.GH \) is obtained by \( \text{SU}^0 \) from \( GE \), then \( F = H \) and \( G \rightarrow E \), by induction hypothesis. As above, we see that \( EF \rightarrow GH \).
We proceed in a similar way if $EFGH$ is obtained by $\text{PR}^0$.

As a consequence, if $CD = EFGH$, then $C \rightarrow D$. Otherwise, we have $EFGH \rightarrow CD$; hence, by Theorem 1.11, either $C = EF$ and $C \rightarrow GH \rightarrow D$ or $D = GH$ and $C \rightarrow EF \rightarrow D$ or $C \rightarrow EF \rightarrow GH \rightarrow D$.

Therefore, $\mathbf{TW}^{01} \rightarrow \text{ID}$ is closed under MP and every theorem of $\mathbf{TW} \rightarrow \text{ID}$ is a theorem of $\mathbf{TW}^{01} \rightarrow \text{ID}$.

In the sequel we shall write "theorem" instead of "theorem of $\mathbf{TW} \rightarrow \text{ID}$ (of $\mathbf{TRW} \rightarrow \text{ID}$, of $\mathbf{TW}^{01} \rightarrow \text{ID}$)" if it is not important to refer to the system under consideration.

The following theorems will be useful in the next section.

**Theorem 13.** If $A_1B_1, \ldots, A_mB_m$ and $A_1B_1, \ldots, A_mB_m$ are theorems, $m \geq 1$, then the following conditions are satisfied, $m \geq 1$, for any $k, l \in \{1, \ldots, m\}$:

(a) either $A_k = A_m$ or $A_m \rightarrow A_k$;

(b) if $k < l$ and $A_l \neq A_m$, then $A_l \rightarrow A_k$;

(c) either $B_k = B_m$ or $B_k \rightarrow B_m$;

(d) if $k < l$ and $B_k \neq B_m$, then $B_k \rightarrow B_l$;

(e) $A_m = A_k$ for at most one $k \in \{1, \ldots, m-1\}$;

(f) $B_m = B_k$ for at most one $k \in \{1, \ldots, m-1\}$.

**Proof.** Let $A_1B_1, \ldots, A_mB_m$ be theorems.

By induction on the length of proof of $A_1B_\ldots A_mB_m$ in $\mathbf{TW} \rightarrow \text{ID}$ we can prove that the conditions (a) - (f) are satisfied.

Suppose that $A_0B_0, A_1B_1, A_2B_2$ is an instance of ASU; then $A_2 = A_0$, $B_0 = A_1$ and $B_1 = B_2$. By NOLD, $A_2 \neq A_1$ and $B_2 \neq B_0$. If it is an instance of APR, then $A_2 = A_1$, $A_0 = B_1$ and $B_0 = B_2$. By NOLD, $A_2 \neq A_0$ and $B_2 \neq B_1$. Hence, (a) - (f) hold.

Suppose that $A_0B_0$ and $A_0B_0, \ldots, A_mB_m$ are theorems such that $A_1B_1, \ldots, A_mB_m$ is obtained by MP. By induction hypothesis, (a) - (f) hold for $A_0B_0, A_1B_1, \ldots, A_mB_m$, and $A_0B_0, A_1B_1, \ldots, A_mB_m$; it is easy to check that they hold for $A_0B_0, A_1B_1, \ldots, A_mB_m$, and $A_1B_1, \ldots, A_mB_m$ as well.

**Theorem 14.** If (a) $A \rightarrow B_1 \rightarrow \ldots \rightarrow B_n \rightarrow C$, $n \geq 1$, then (b) $AB_1B_2 \ldots , B_kB_{k+1} \ldots B_{n-1}B_nC.AC$ is a theorem.

**Proof.** Suppose that (a) and proceed by induction on $n$. If $n = 1$, then $AB_1B_1C.AC$ is an axiom. If $n > 1$, suppose that $D$ is a theorem, where
2. THE CONJECTURE

Let \( A \rightarrow B \rightarrow C \); then \( B \) is called an interpolant for \( AC \).

Let \( A \rightarrow B_1 \rightarrow B_2 \rightarrow \ldots \rightarrow B_{n-1} \rightarrow B_n \rightarrow C \); the sequence \( B_1, \ldots, B_n \) is called a chain of length \( n \) from \( A \) to \( C \).

Let there be a chain from \( A \) to \( C \); if there is a natural number \( n \) such that any chain from \( A \) to \( C \) is of length not greater than \( n \), then \( n \) is called the interpolation number for the theorem \( AC \). If there is no interpolant for \( AC \), then the interpolation number for \( AC \) is zero.

The interpolation number for a theorem \( AC \), if it exists, is the unique upper limit of length of any chain from \( A \) to \( C \).

It is clear that if any theorem \( AC \) has an interpolation number, then there is no theorem of \( \mathbf{TW}^{01-1D} \) of the form \( AA \).

On the other hand, by using NOID we can prove that for some theorems \( AC \) there is only a finite set of chains from \( A \) to \( C \). Hence, for some theorems NOID and the existence of at most a finite number of finite chains for these theorems of \( \mathbf{TW}^{01-1D} \) are equivalent.

If the set of chains from \( A \) to \( C \) is finite, then there is an interpolation number for \( AC \). On the other hand, a priori there might be an interpolation number for \( AC \) and yet the set of chains from \( A \) to \( C \) to be infinite.

Now we state our conjecture:

\text{CONJ}_1 \quad \text{for any theorem } AC \text{ of } \mathbf{TW}^{01-1D} \text{ there is an interpolation number.}

The conjecture is non-trivial. Suppose that

\[ A \rightarrow B_1 \rightarrow \ldots \rightarrow B_m \rightarrow B_{m+1} \rightarrow \ldots \rightarrow B_{m+n} \rightarrow C \]

such that each \( B_i, 1 \leq i \leq m \) is obtained from its immediate predecessor by a 0-rule, and that each \( B_j \) (and \( C \)), \( m < j \leq m + n \), is obtained from its immediate predecessor by a 1-rule, in a derivation in normal form. It is clear that each \( B_i \) is of a degree greater than the degree of its immediate predecessor, and that each \( B_j \) (and \( C \)) is of a degree smaller than the degree of its immediate predecessor. If the conjecture is false, then there is a theorem \( AC \) of \( \mathbf{TW}^{01-1D} \) such that for any, \( m \) and \( n \) there are interpolants \( B'_1 \ldots B'_{m+1}, B'_1 \ldots B'_{m+n+1} \) for \( AC \).
Hence, the conjecture means that if $A \to C$ in $\text{TW}^{01}_{-}\text{-ID}$, then there is a natural number $n$ such that the number of applications of 0-and-1 rules in any derivation of $A \to C$ is smaller than $n$.

Let us consider the conjecture in $\text{TRW}_-\text{-ID}$. Suppose that there is a proof of $AC$ containing $n$ applications of TR. By the normal form theorem, there are formulas $B_1 \ldots B_n$ and a normal form of this proof

$$AB_1, B_1B_2, \ldots B_{n-1}B_n, B_nC$$

containing $n$ applications of TR. Of course, there might be possible applications of TR in the proof of $AC$ that were not realized - we might have used TR more than $n$ times, but we didn't. Let us call such applications of TR hidden. Now our conjecture is equivalent to the claim:

**CONJ**$_2$  The number of hidden applications of TR in a proof of $AC$ in $\text{TRW}_-\text{-ID}$, for any $A$ and $C$, is finite.

This is in $\text{TRW}_-\text{-ID}$ equivalent to the claim:

**CONJ**$_2'$  For any $A$ and $C$ there is a natural number $n$ such that in any normal proof of $AC$ the number of interpolants for $AC$ in such a proof is smaller than $n$.

Furthermore, the conjecture in $\text{TW}_-\text{-ID}$ can be stated is the following form:

**CONJ**$_3$  If $AC$ is a theorem, then there is a natural number $n$ such that any proof of $AC$ in $\text{TW}_-\text{-ID}$ is of length smaller than $n$.

Let us show that **CONJ**$_3$ is equivalent to **CONJ**$_1$.

Suppose that $AC$ is a theorem and that there is a natural number $n$ such that any proof of $AC$ in $\text{TW}_-\text{-ID}$ is of length smaller than $n$, but that, on the other hand, there is a chain $B_1, \ldots, B_m$, $n < m$, from $A$ to $C$. By Theorem 14, $AB_1, B_1B_2, \ldots, B_{m-1}B_m, B_mC$. $AC$ is a theorem. Since $AB_1, B_1B_2, \ldots, B_{m-1}B_m, B_mC$ are theorems as well, there is a proof of $AC$ in $\text{TW}_-\text{-ID}$ of length $m$, contrary to **CONJ**$_3$.

Suppose that $n$ is the interpolation number for $AC$ in $\text{TW}^{01}_{-}\text{-ID}$ and that there is a proof of $AC$ in $\text{TW}_-\text{-ID}$ of length $m > n$. By Theorem 1 there is a node of this proof of the form $C_1, \ldots, C_m$. $AC$ such that $C_1, \ldots, C_m$ are theorems. It is clear that $C_k = A_kB_k$ for some $A_k$ and $B_k$, $1 \leq k < m$. Let us apply Theorem 13. Suppose that there are $1 \leq i,j \leq m$ such that $A = A_i$ and $C = B_j$. We have $A \to A_m \to \ldots \to A_{k+1} \to A_{k-1} \to A_1 \to B_1 \to B_{j-1} \to B_mC \to C$ - a chain of length greater than $n$ from $A$ to $C$, contrary to **CONJ**$_1$. 
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A NOTE ON KUREPA'S HYPOTHESES IN ALGEBRA
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Abstract. This short note will indicate the role Kurepa's trees have assumed in algebra and will lead the reader to the sources that discuss relationships of Kurepa's hypotheses with algebraic constructions, such as $p$-groups (both commutative and non-commutative) and valuated vector spaces. More details may be found in the forthcoming [3] and the references therein. The relevant initial source is Kurepa's dissertation, (reprinted in [5]).

Keywords: valuated vector space, Kurepa's hypothesis, abelian $p$-group, $C_{\omega_1}$-group, balanced projective dimension, extraspecial groups, classes $Z_k$ and $Y_k$.


1. NON-ABELIAN GROUPS

The relationship between Kurepa's trees and non-abelian groups was essentially in the making when B.H. Neumann brought about various characterisations of finite-by-abelian and center-by-finite groups (as in [6]). The author did not anticipate the relationship at the time; it sprang out of later generalizations of the results in this paper.

Proposition 1. (Brendle, [1]) The following are equivalent

1) There is a Kurepa tree
2) There is an extraspecial $p$-group which is $Z_{\omega_1}$ but not $Z_{\omega_2}$
3) There is an FC group which is $Z_{\omega_1}$, but not $Z_{\omega_2}$
Proposition 2. (Brendle, [1]) The following are equiconsistent:

(1) $\text{ZFC} \vdash \neg \text{KH}$

(2) $\text{ZFC} + \text{ for any FC-group } G$ and $\kappa = \omega_1, \omega_2$ if $|G/Z(G)| = \kappa$, then there is an abelian subgroup $A \leq G$, with $[G : N_G(A)] = \kappa$.

(3) $\text{ZFC} + \text{ any extraspecial p-group of size } \omega_2$ has an abelian subgroup $A$ with $[G : N_G(A)] = \omega_2$.

2. VALUATED VECTOR SPACES

We begin with a statement about the existence of $\kappa$-Kurepa trees in terms of valued vector spaces:

Theorem 1. (Cutler, Dimitrić, [2]) Let $\kappa$ be an uncountable regular cardinal and $\aleph$ a cardinal greater than $\kappa$. Then there is a $\kappa$-Kurepa tree with at least $\aleph$ $\kappa$-branches if and only if, for every field $F$ of cardinality $< \kappa$, there exists a valued $F$-vector space $V$ with the following properties:

(a) $|V| = \kappa$,
(b) $V(\kappa) = 0$,
(c) for every $i < \kappa$, $|V/V(i)| < \kappa$,
(d) the completion $\hat{V}$ of $V$ in the $\kappa$-topology has cardinality $\geq \aleph$.

Remark: If in the theorem above $|\hat{V}| = \aleph$, then the constructed $\kappa$-Kurepa tree $T$ has exactly $\aleph$ $\kappa$-branches.

The following is a strengthened version of Theorem 1 (from the existence of a certain valued vector space to the existence of a Kurepa family).

Theorem 2. (Cutler, Dimitrić, [2]) Let $\kappa$ be an uncountable regular cardinal and $\aleph$ a cardinal greater than $\kappa$. Then there is a $\kappa$-Kurepa family of cardinality $\geq \aleph$, if and only if there exists a valued vector space $V$ of cardinality $\kappa$, over a field of cardinality $< \kappa$, with the following properties:

(a) $V(\kappa) = 0$,
(b) for every (limit) $i < \kappa$, $V/V(i)$ has the $(i, \kappa)$-closure property.
(c) the completion $\hat{V}$ of $V$ in the $\kappa$-topology has cardinality $\geq \aleph$.

3. ABELIAN P-GROUPS

Theorems 1 and 2 are used to give proofs of two Keef's results, utilizing some of the techniques similar to those he used. The approach in [2] is different in that it deals only with the socles of the groups in question whenever possible.
Proposition 3. (Keef, [4]; Cutler, Dimitrić, [2]) Kurepa's hypothesis is equivalent to the existence of a $C_{\omega_1}$-group $G$ of length $\omega_1$ and cardinality $\geq \aleph_1$ with a $\pi^{\omega_1}$-pure subgroup $A$ of cardinality $\aleph_1$ such that the closure of $A$ in $G$ in the $\omega_1$-topology has cardinality $\kappa > \aleph_1$.

A group $G$ with properties as in the last proposition, is called a $\kappa$-Kurepa extension of $A$, whereas $A$ is a $\kappa$-Kurepa subgroup of $G$ (all for $\kappa \geq \aleph_2$). It may be shown that if such an extension exists, then there is one satisfying $|G| = \kappa$. Thus, there exists a $\kappa$-Kurepa extension if and only if there exists a Kurepa family of cardinality $\kappa$.

Theorem 3. (Keef, [4]; Cutler, Dimitrić, [2]) Kurepa's hypothesis is equivalent to the existence of a $C_{\omega_1}$-group of length $\omega_1$ and balanced projective dimension 2.

Theorem 4. (Keef, [4]) The following are equivalent

(1) $\neg KH$

(2) Every $C_{\omega_1}$-group of length $\omega_1$ has a balanced projective dimension of at most 1.

(3) For any $C_{\omega_1}$-groups $A, B$ of length $\omega_1$, Tor$(A, B)$ is a direct sum of countables.

(4) For every $C_{\omega_1}$-group $A$ of length $\omega_1$, and every group $B$, the group Ext$(A, B)/\text{Ext}(A, B)[\omega_1]$ is complete in the $\omega_1$-topology

(5) The class of $\omega_1$-dsc's coincides with the class of pseudo-dsc's

(6) An $\omega_1$-dsc is a dsc iff it is complete in its $\omega_1$-topology.
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Abstract. The aim of the paper is to prove the completeness theorem for probability models with finitely many valued measure.
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Let $\mathcal{A}$ be a countable admissible set such that $\mathcal{A} \subseteq HC$ and $\omega \in A$. The probability logic $L_{AP}$ was introduced in [4] by H.J. Keisler. This logic is similar to the infinitary logic $L_\omega$, except that probability quantifiers $P\vec{x} \geq r$ ($\vec{x}$ is a finite sequence of variables) are used instead of the usual $\forall x$ and $\exists x$. A model of this logic is a classical model without operations with a probability measure on the universe, such that each relation is measurable. The formula $(P\vec{x} \geq r)\varphi(\vec{x})$ means that the set $\{ \vec{x} : \varphi(\vec{x}) \}$ has a probability greater than or equal to $r$.

The axioms and rules of inference of $L_{AP}$ are listed in [5].

The logic $L_{AP}^{\text{fin}}$ is similar to the probability logic $L_{AP}$. The only difference is that the list of axioms of $L_{AP}^{\text{fin}}$ has the following axiom of finitely many valued measure added:

$$\bigvee_{c \in Q^+} \bigwedge_{\varphi \in \Phi_n} ((P\vec{x} > 0)\varphi(\vec{x}) \rightarrow (P\vec{x} > c)\varphi(\vec{x})),$$

where $\Phi_n \in A$ and $\Phi_n = \{ \varphi : \varphi \text{ has } n \text{ free variables} \}$.

---
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The probability structure for $L_{AP}^{\text{fin}}$ is a structure $(\mathcal{U}, \mu)$ such that $\mathcal{U}$ is a classical first-order structure without operations and $\mu$ is a finitely many valued probability measure.

We shall prove that this axiomatization is complete for $\Sigma_1$ definable theories with respect to the class of probability models with finitely many valued measure, by combining a consistency property argument, such as that of Keisler [5] or Hoover [3], and a weak-middle-strong model construction, such as that of Rašković [6].

We shall introduce two sorts of auxiliary structures.

**Definition 1.** (i) A weak structure for $L_{AP}^{\text{fin}}$ is a structure $(\mathcal{U}, \mu_n)_{n \geq 1}$ such that each $\mu_n$ is a finitely additive probability measure on $A^n$ with each singleton measurable and the set $\varphi_n = \{ \bar{a} \in A^n : (\mathcal{U}, \mu_n) \vDash \varphi[\bar{a}, \bar{b}] \}$ is $\mu_n$-measurable for each $\varphi(\bar{x}, \bar{y}) \in L_{AP}^{\text{fin}}$ and $\bar{a} \in A^n$.

(ii) A middle structure for $L_{AP}^{\text{fin}}$ is a weak structure $(\mathcal{U}, \mu_n)$ such that the following is true: There is an $c > 0$ such that for each formula $\varphi(\bar{x}, \bar{y}) \in L_{AP}^{\text{fin}}$ and each $\bar{a} \in A^n$, if $\mu_n(\varphi_{\bar{a}}) > 0$, then $\mu_n(\varphi_{\bar{a}}) > c$.

By means of a consistency property argument similarly as in [3] or [5] we prove that a $\Sigma_1$ definable theory of $L_{AP}^{\text{fin}}$ is consistent if and only if it has a weak model in which each theorem of $L_{AP}^{\text{fin}}$ is true. Let $C \in A$ be a set of new constant symbols introduced in this Henkin construction and let $K = L \cup C$.

**Theorem 1.** (Middle Completeness Theorem) A $\Sigma_1$ definable theory $T$ of $K_{AP}^{\text{fin}}$ is consistent if and only if it has a middle model in which each theorem of $K_{AP}^{\text{fin}}$ is true.

**Proof.** In order to prove that consistent $\Sigma_1$ definable theory $T$ of $K_{AP}^{\text{fin}}$ has a middle model, we introduce language $M$ with three sorts of variables, such as that of Rašković [6]: $X, Y, Z, \ldots$ variables for sets, $x, y, z, \ldots$ variables for urelements and $r, s, t, \ldots$ variables for reals from $[0, 1]$. The predicates of $M$ are $\leq$ for reals, $E_n(\bar{x}, X)$ for $n \geq 1$ and $\bar{x} = x_1, \ldots, x_n$ (with the canonical meaning $\bar{x} \in X$) and $\mu(X, r)$ (with the meaning $\mu(X) = r$). The constant symbols are set constant symbol $A_\varphi$ for each $\varphi \in K_{AP}^{\text{fin}}$ and $r$ for each $r \in [0, 1] \cap A$. The functional symbols are $+$ and $\cdot$ for reals.

Let $S$ be the first-order theory of $M_A$ which has the following list of formulas: axiom of well-definedness, an axiom of extensionality, axioms of satisfaction, axioms which tell us that $\mu$ is an additive function, axioms for an Archimedean field and axioms which are transformations of axioms of
$K_{AP}^\text{fin}$ as listed in Rašković [6] (with the remark that $\mu_1 = \mu_2 = \mu$), together with the axiom of realizability of all sentences $\varphi$ in $T$

$$(\forall x)E_1(x, A_\varphi),$$

and the **axiom of finitely many valued measure**

$$(F) \quad (\exists c > 0)(\forall X)(\mu(X) > 0 \rightarrow \mu(X) > c),$$

where $\mu(X) > r \overset{\text{def}}{=} (\exists s > r \land \mu(X, s)).$

A **standard structure** for $M_A$ is the structure

$$B = (B, P, E_n, \mu, +, \cdot, \leq, A_\varphi, r)_{n \geq 1, \varphi \in K', r \in F},$$

where $P \subseteq \bigcup_{n \geq 1} \mathcal{P}(B^n)$, $E_n \subseteq B^n \times P$, $F = F' \cap [0, 1]$, $F' \subseteq R$ is a field, $\mu^B: P \rightarrow F$, $+, \cdot: F^2 \rightarrow F$, $\leq \subseteq F^2$, $A_\varphi^B \in P$ and $K' \subseteq K_{AP}^\text{fin}$.

The theory $S$ is $\Sigma_1$ definable over $A$. To prove that $S$ is consistent it is enough, by the Barwise Compactness Theorem (see [1]), to show that $S_0 \subseteq S$, $S_0 \in A$ has a standard model. First, note that a weak structure $(\mathcal{U}, \mu_n)$ for $K_{AP}^\text{fin}$ can be transformed into a standard structure by taking:

$A_\varphi^B = \{ \bar{a} \in A^n : (\mathcal{U}, \mu_n) \models \varphi[\bar{a}] \}$ and $P = \{ A_\varphi : \varphi \in K_{AP}^\text{fin} \}$.

Since the axiom

$$\bigvee_{c \in \mathbb{Q}^+} \bigwedge_{\varphi \in (S_0')_n} ((P\bar{x} > 0) \varphi(\bar{x}) \rightarrow (P\bar{x} > c) \varphi(\bar{x}))$$

holds in the weak model $(\mathcal{U}, \mu_n)$, where $S_0 \subseteq S'_0$, $S'_0 \in A$ is the closure for the substitution of constant symbols from $C$ and disjunction and $(S'_0)_n = \{ \varphi \in S'_0 : \varphi \text{ has } n \text{ free variables } \}$, it follows that

$$\langle A, \{ \{ \bar{a} \in A^n : (\mathcal{U}, \mu_n) \models \varphi[\bar{a}, \bar{c}] \} : \varphi \in S_0 \}, E_n, \mu, +, \cdot, \leq, \{ \bar{a} \in A^n : (\mathcal{U}, \mu_n) \models \varphi[\bar{a}, \bar{c}] \}, r \rangle_{n \geq 1, \varphi \in S_0, r \in [0, 1] \cap A}$$

is the standard model for $S'_0$ and $S_0$, too.

Lastly, note that a standard model $B$ of $S$ can be transformed into a middle model $\overline{B}$ of $T$ by taking:

$$\bar{x} \in R^\overline{B} \text{ iff } E_n^\overline{B}(\bar{x}, A_R) \text{ for an } n\text{-ary relational symbol } R \in L,$$

$$\mu_n^\overline{B}(X) = r \text{ iff } \mu^B(X, r) \text{ for } X \in \mathcal{P}(B^n).$$

In order to prove the main result, we shall use the following theorem (see [2]).

**Theorem 2.** Let $\mathcal{F}$ be a field of subsets of a set $\Omega$. Then $\mu$ is a finitely many valued probability measure on $\mathcal{F}$ if and only if there is a real number $c > 0$ such that $\mu(A) > c$ whenever $A \in \mathcal{F}$ and $\mu(A) > 0$. 

It follows from the Loeb-Hoover-Keisler construction (see [3] and [5]) that the axiom of finitely many valued measure implies that (F) holds for all internal sets in the nonstandard superstructure. The property (F) also holds for all Loeb measurable sets because these can be approximated by internal ones. Thus, it follows from Theorem 2 that each middle model in which all theorems of $L_{AP}^{\text{fin}}$ hold is elementarily equivalent to a probability model for $L_{AP}^{\text{fin}}$. As a consequence of the preceding, we obtain

**Theorem 3.** (Completeness Theorem for $L_{AP}^{\text{fin}}$) A $\Sigma_1$ definable theory $T$ of $L_{AP}^{\text{fin}}$ is consistent if and only if $T$ has a probability model with finitely many valued measure.

Finally, let us note that the structure $(U, \mu)$, where $\mu$ is a finitely many valued probability measure, cannot be axiomatized so that the extended completeness theorem holds. The following example (see [6]) of a countable consistent theory $T$ in $L_{AP}^{\text{fin}}$ does not have a probability model with finitely many valued measure.

**Example** Let $L = \{ R_1(x), R_2(x), \ldots \}$ be a $\Delta_1$ definable set which is not a subset of an element of $A$, and let $\varphi_1, \varphi_2, \ldots$ be an enumeration of all formulas from $L_{AP}^{\text{fin}}$. Then there exists the first predicate, denoted by $S_n(x)$, not occurring in $\varphi_1, \ldots, \varphi_n$; otherwise $L \subseteq \text{TC}(\varphi_1) \cup \ldots \cup \text{TC}(\varphi_n) \in A$, which would imply that $L \in A$ as a $\Delta_1$ definable set.

It is obvious that the countable theory

$$T = \{(Px \geq 1) x \neq y \} \cup \{(Px > 0)(S_1(x) \wedge \ldots \wedge S_n(x)) : n \in \omega \}$$

$$\cup \{(Px < 1/2^n) S_n(x) : n \in \omega \}$$

does not have any probability model with finitely many valued measure. We prove that $T$ is consistent in $L_{AP}^{\text{fin}}$.

Let $A$ be a unit interval $[0, 1]$ and let $\mu$ be a Lebesque measure on $[0, 1]$. For $B_n = [0, 1/2^{n+1})$ we have $0 < \mu(B_n) < 1/2^n$. Let $A_{i_1 \ldots i_k}^{n_1 \ldots n_k} = B_{i_1}^{n_1} \cap \ldots \cap B_{n_k}^{i_k}$ be a Boolean atom, where $B_{i}^{n} = B_n$ for $i = 1$ and $B_{i}^{n} = A \setminus B_n$ for $i = -1$.

We interpret the predicates by taking $R_n^{(U, \mu)} = \begin{cases} B_n, & \text{if } R_n = S_m \text{ for some } m \\ B_1, & \text{otherwise.} \end{cases}$

Since only finitely many predicates $S_n(x)$ can occur in an element of $A$, it follows that the set $\{ A_{i_1 \ldots i_k}^{n_1 \ldots n_k} : \mu(A_{i_1 \ldots i_k}^{n_1 \ldots n_k}) > 0 \}$ is finite. The theory $T$ and all axioms of $L_{AP}^{\text{fin}}$ are satisfied except perhaps the axiom of finitely many valued measure. But for $c = \min\{ \mu(A_{i_1 \ldots i_k}^{n_1 \ldots n_k}) : \mu(A_{i_1 \ldots i_k}^{n_1 \ldots n_k}) > 0 \}$, it follows that this axiom holds as well. Thus, $T$ is consistent in $L_{AP}^{\text{fin}}$. 
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In the natural language there are a great number of words and expressions, more or less complex, to describe location and direction. In the actual world, the location of a non-moving individual or direction of its movement, should the individual be moving, can generally be determined in two ways:

(I) **Absolute**: Using some sort of coordinate system or some system of addresses, for example: country - town - street - house - apartment - individual.

(II) **Relative**: Using some specific individual as the main point of locative reference and determining the position of all other moving or non-moving individuals relative to this point. Usually the point of locative reference is: speaker, listener, a person being the topic of conversation, or some object. Practically any individual can be the main point of locative reference in some context, which gives the consideration of locations and directions the highest degree of complexity.

For expressing relative position of an individual (moving or non-moving) many natural languages usually have a list of **prepositions** which play the key role in the description of locations and directions. For example, English has the following list [5]:

- at, to from, toward(s), away from, against
- on, on to, off
- in, into, out off, inside, outside, within
- in front of, behind, from behind, beyond, before, after
- by, past, beside, near, opposite
- along, alongside
- across
- around/round, about
- between, among
- above, below, beneath, underneath, up, up to, down, under, from under
- over

By combining prepositions with common noun or noun phrases (in the corresponding noun case), a long list of locative and directional expressions can be built. For example:

at the table, on the table, in the table, across the road, along the road
near me, away from me, before me, after me

Apart from this there are also adverbs or adverbial expressions such as: here, there (in Serbian there are three possibilities: ovdje, tu, onde), to here, to there (in Serbian ovamo, tamo, onamo), from here, from there (in Serbian odatle, odavde, odatle, odande), left, right, this way, next to and similar.

In addition to these simple words or expression, location and direction can be determined by means of very complex natural language locutions and transformations: relativization, nominalization, all sorts of embedded sentences and other kinds of syntactic transformations. Just to feel the complexity of the topic we give several examples:

The book which is on the table was given to me by Mary
My brother proposed that we all go to a theater performance
There was a theater performance to which my brother proposed that we all go
The orchard where we are picnicking belongs to my uncle

Intensional logic [6], [10] seems to be good enough for the treatment of locations and directions. It suffices to add to the basic types the types of locations and directions. Thus the appropriate list of basic type would be o, 1, α, β, π, δ, ρ, ω (truth values, individuals, speakers, listeners, locations, directions, time moments, possible worlds). Compound types are built up in the standard functional way.

Locative and directional qualifiers and qualifying expressions have different roles in the syntactic and semantic structure of a sentence. The first role is the one of verb, noun or adjective inner participant (obligatory or optional). In this case it belongs to the framework of the verb, noun or adjective and is reflected in its type. Verbs of such kind are:
live (somewhere), come (somewhere), arrive (somewhere), arrive (from somewhere),
return (somewhere), come (from somewhere), be (somewhere), travel (somewhere)
put (something somewhere), take (something from somewhere)
move (something from somewhere to somewhere)

The types of the verbs live (somewhere), put (something somewhere) would then be:

\[ o(\Pi)(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega), o(\Pi)(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega) \]

The second role is that of adverbial modifiers (of verb, noun, adjective, adverb, sentence). In this case locative and directional qualifiers (or qualifying expressions) do not change grammatical category (and type) of the expression they modify. For example, locative verb modifiers of unary and binary verbs are of the types:

\[
(o(\Pi)(o(\Pi)(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega))(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega)
\]

\[
(o(\Pi)(o(\Pi)(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega))(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega)
\]
respectively, and locative sentence modifiers are of the type:

\[ (o(o(o(\omega)))(\omega) \]

Following the ideas developed in [9] and [7] locative and directional deep case operators such as these:

Loc in, Loc on, Dir to, Dir from, Dir way

can built in the standard intensional logic. For example the sentences:

*John came to Belgrade, John came to the capital of Serbia, John walks in a park*

have the following logic structures:

\[ \text{came(John, to Belgrade), came(John, to the capital of Serbia)} \]
\[ \exists x [park(x) \land in(x)(walk)(John)] \]

Using locative and directional deep case operators the corresponding translations would be:

\[ \lambda a \lambda b \lambda p \lambda d \lambda t \lambda w \text{CA'}(J, \text{Dir to(B))}, \lambda a \lambda b \lambda p \lambda d \lambda t \lambda w \text{CA'}(J, \text{Dir to(CS)')} \]
\[ \lambda a \lambda b \lambda p \lambda d \lambda t \lambda w (\exists x)(PA'(x) \land \text{Loc in(x)'}(W')\text{)(J)) \]
where J, B, CS, PA, CA, WA are abbreviations for John, Belgrade, the capital of Serbia, part came, walks. \( R' \) is the abbreviation for \( R(w)(t)(d)(p)(b)(a) \) where \( R \) is a symbol having the type \( \eta(\alpha)(\beta)(\pi)(\delta)(\tau)(\omega) \) (\( \eta \) being any type) and \( a, b, p, d, t, w \) are variables of types \( \alpha, \beta, \pi, \delta, \tau, \omega \) respectively.

In the subsequent text we confine ourselves to locatives. The intensional logic we use is TIL [10] in which the basic types are pairwise disjoint non-empty sets \( \alpha, \beta, \pi, \tau, \omega \) (truth values, individuals, speakers, listeners, locations, time moments, possible worlds, where \( \alpha = \{ T, \bot \} \). The type \( \pi \) of locations is a subset of the partitive set \( P(E) \), where \( E \) is the domain of Euclidean space \( E \). Thus locations are sets of vectors. The idea is based on the fact that solid objects in the actual world (for a given state of affairs) can be treated as sets of material points each having a specific position determined by coordinates in some three dimensional Euclidean space. The exact position of the object is then determined by the set of coordinates of all its points and the less precise position is determined by any set containing the set of these coordinates as its subset.

We give some examples of sentences with locative expressions and their translations into the intensional logic TIL. The atomic constructions of TIL corresponding to natural language words are built by the capitalization of the first letter and transformation of the italic format into non-italic. For example, for the sentence: \( \text{John lives in Paris} \), the corresponding TIL atomic constructions are: \( \text{John, Live, In, Paris} \). The type \( \tau \) of the TIL expression \( S \) is usually noted in the following way: \( S / \tau \).

**Example 1.** The sentence:

\( \text{John lives in Paris} \)

is built from the binary verb \( \text{live (somewhere), preposition in, and two proper names: \( \text{John, Paris} \). The corresponding atomic constructions in TIL and their types are the following:} \)

\( \text{John / } \alpha, \text{ Paris / } \beta, \text{ a / } \pi, \text{ b / } \tau, \text{ p / } \omega, \text{ Live / } o(\pi(\alpha)(\beta)(\pi)(\tau)(\omega)), \text{ In / } \pi(\tau) \)

To simplify the notations we use the following abbreviations:

\( (\omega) \) stands for \( (\alpha)(\beta)(\pi)(\tau)(\omega) \), \( \lambda w \) stands for \( \lambda a \lambda b \lambda p \lambda t \lambda w \)

\( R' \) stands for \( R(w)(t)(d)(b)(a) \) (\( R \) is of type \( \eta(\omega) \) for any \( \eta \))

The construction corresponding to the above sentence is then the following:
\( \lambda w \ \text{Live}'(\text{John, In}(\text{Paris})) \)

Similar to the previous is the sentence:

*John lives in a village*

In which, however, we have the determinant \( a \). In the corresponding TIL construction the common noun symbol \( \text{Village} \) (having the type \( o(1)(\omega) \)) and the existential quantifier \( \exists \) occur:

\[ \lambda w \ [(\exists z)((\text{Village}'(z) \wedge \text{Live}'(\text{John, In}(z)))] \]

Of the same sort are the sentences:

*John lives somewhere, John lives nowhere*

having the following constructions:

\[ \lambda w \ [(\exists p)\text{Live}'(\text{John, p})], \ \lambda w \ [\neg (\exists p)\text{Live}'(\text{John, p})] \]

where \( p \) is a variable of type \( \pi \).

The construction corresponding to the sentence *John lives in a village* can be written in a more natural way using the operator \( \text{So} \) having the type \( o(o(1)(\omega))(o(1)(\omega)) \):

\[ \lambda w \ [\text{So}(\text{Village})(\lambda w \ [\lambda z \ \text{Live}'(\text{John, In}(z))])] \]

We recall that the definitions of operators \( \text{So} \), \( \text{Ev} \), both having the type \( o(o(1)(\omega))(o(1)(\omega)) \), read:

\[ \text{So}(X)(Y) \iff (\exists z)[X'(z) \wedge Y'(z)], \ \text{Ev}(X)(Y) \iff \forall z[X'(z) \Rightarrow Y'(z)] \]

where \( X, Y \) are variables of type \( o(1)(\omega) \), and \( z \) is a variable of type \( \iota \).

The sentence:

*John lives in a small village*

differs from the sentence *John lives in a village* only in the adjective *small*. The corresponding TIL symbol \( \text{Small} \) is of the type \( ((o(1))(o(1)(\omega)))(\omega) \), so that it suffices to build first the expression \( \text{Small}'(\text{Village}) \) which is of the type \( o(1) \), and after that to precede the construction the same way as in the case of the sentence *John lives in a village*. The result will be:

\[ \lambda w \ [\text{So}(\lambda w \ [\text{Small}'(\text{Village})])(\lambda w \ [\lambda z \ \text{Live}'(\text{John, In}(z))])] \]

**Example 2.** The sentences:

*It is dark in the park, In this room it is very cold*
have similar TIL constructions. The corresponding atomic constructions in TIL are:

\[
\begin{align*}
\text{Park} & / o(t)(\omega), \\
\text{Room} & / o(t)(\omega), \\
\text{Dark} & / o(\pi)(\omega), \\
\text{Cold} & / o(\pi)(\omega), \\
\text{Very} & / o(\pi(o(\pi)(\omega)))(\omega)
\end{align*}
\]

\[
\text{The} / (o(o(t)(\omega))(o(t)(\omega))), \quad \text{This} / (o(o(t)(\omega))(o(t)(\omega))), \quad x / t, \quad \text{In} / \pi(t)
\]

where Dark and Cold have the meaning "be dark somewhere", "be cold somewhere". The determiners The and This have the same type as So, Ev considered in the previous example. The constructions:

\[
\text{The(Park)}, \quad \text{This(Room)}
\]

are both of type \(o(o(t)(\omega))\), so that they can be applied on constructions of type \(o(t)(\omega)\). The constructions:

\[
\text{Dark}'(\text{In}(x)), \quad \text{Very}'(\text{Cold})(\text{In}(z))
\]

are formulae, i.e. they are of type 0, and the constructions:

\[
\lambda w [\lambda z [\text{Dark}'(\text{In}(x))]], \quad \lambda w [\lambda z [\text{Very}'(\text{Cold})(\text{In}(z))]]
\]

are both of type \(o(t)(\omega)\) so that the constructions The(Park), This(Room) can be applied on them. The new constructions both of type \(o\) are obtained in the next step:

\[
\text{The(Park)}(\lambda w [\lambda z [\text{Dark}'(\text{In}(x))]]), \quad \text{This(Room)}(\lambda w [\lambda z [\text{Very}'(\text{Cold})(\text{In}(z))]])
\]

The application of \(\lambda\) operator on \(a, b, p, t, w\), is all that remains:

\[
\lambda w [\text{The(Park)}(\lambda w [\lambda z [\text{Dark}'(\text{In}(x))]])],
\]

\[
\lambda w [\text{This(Room)}(\lambda w [\lambda z [\text{Very}'(\text{Cold})(\text{In}(z))]])]
\]

**Example 3.** The construction corresponding to the sentence:

*She wrote a letter with a pencil in a small café*

is built from the atomic constructions:

\[
\begin{align*}
\text{Wrote} & / o(t \lor \pi)(\omega), \quad \text{Letter} / o(t)(\omega), \quad \text{Pencil} / o(t)(\omega), \quad \text{Café} / o(t)(\omega), \\
& \quad \text{Small} / (o(t)(o(t)(\omega)))(\omega) \\
\text{So} & / (o(o(t)(\omega))(o(t)(\omega))), \quad \text{She} / t, \quad x / t, \quad y / t, \quad z / t, \quad \text{In} / \pi(t)
\end{align*}
\]
Applying the operator $\text{So}$ three times on the formula:
\[
\text{Wrote}'(\text{She}, x, y, \text{In}(z))
\]
more precisely applying $\text{So}(\lambda w[\text{Small}'(\text{Café})])$, $\text{So}(\text{Pencil})$, $\text{So}(\text{Letter})$ on the corresponding constructions of type $o(t)(\omega)$:
\[
\lambda w [\lambda z [\text{Wrote}'(\text{She}, x, y, \text{In}(z))]],
\]
\[
\lambda w [\lambda y [\text{So}(\lambda w[\text{Small}'(\text{Café})])\lambda w [\lambda z [\text{Wrote}'(\text{She}, x, y, \text{In}(z))]]]]]
\]
\[
\lambda w [\lambda x [\text{So}(\text{Pencil})(\lambda w [\lambda y [\text{So}(\lambda w[\text{Small}'(\text{Café})])\lambda w [\lambda z [\text{Wrote}'(\text{She}, x, y, \text{In}(z))]]]]))]]]
\]
respectively, we obtain:
\[
\text{So}(\text{Letter}) (\lambda w [\lambda x [\text{So}(\text{Pencil})(\lambda w [\lambda y [\text{So}(\lambda w[\text{Small}'(\text{Café})])
(\lambda w [\lambda z [\text{Wrote}'(\text{She}, x, y, \text{In}(z))]]))]))])]
\]
Finally, after applying $\lambda w$ the following construction:
\[
\lambda w [\text{So}(\text{Letter}) (\lambda w [\lambda x [\text{So}(\text{Pencil})(\lambda w [\lambda y [\text{So}(\lambda w[\text{Small}'(\text{Café})])
(\lambda w [\lambda z [\text{Wrote}'(\text{She}, x, y, \text{In}(z))]]))]))])])
\]
will be obtained. If we want to reduce the whole construction to the usage of the existential quantifier $\exists$ only, the result is the following:
\[
\lambda w [\exists x y z [\text{Letter}'(x) \land \text{Pencil}'(y) \land \text{Small}'(\text{Café})(z) \land \text{Wrote}'(\text{She}, x, y, \text{In}(z))]]
\]

\textbf{Example 4.} In the sentence:

\textit{Peter saw two young people there}

the quantifier Two, having the expected type $(o(o(t)(\omega))(o(t)(\omega)))$, occurs. For any type $\xi$ it can be defined as:

\[
\text{Two}(X)(Y) \iff \exists x y z [z_1 \neq z_2 \land X'(z_1) \land X'(z_2) \land Y(z_1) \land Y(z_2) \land Y' = \lambda x [x = z_1 \lor x = z_2]]
\]

where $X, Y$ are variables of type $o(\xi)(\omega)$ and $x, z_1, z_2$ are variables of type $t$.

Atomic constructions for the given sentence are:

\[
\text{Saw} / o(t \pi(t)(\omega)), \text{People} / o(t)(\omega), \text{Young} / (o(t)(o(t)(\omega)))(\omega)
\]
\[
\text{There} / \pi(t), \text{Two} / ((o(o(t)(\omega)))(o(t)(\omega))), \text{Peter} / t, x / t, \text{In} / \pi(t)
\]
First we construct \( \text{Young}'(\text{People}) \) which is of type \( o(t) \) and after that we apply on it the operator \( \text{Two} \). The obtained construction:

\[
\text{Two}(\text{Young}'(\text{People}))
\]

is of type \( o(o(t)(o)) \) and it can be applied on the formula-in-intension:

\[
\lambda w \ [\lambda x \ [\text{Saw}'(\text{Peter}, x, \text{There}')]]
\]

which yields the formula:

\[
\text{Two}(\text{Young}'(\text{People}))(\lambda w \ [\lambda x \ [\text{Saw}'(\text{Peter}, x, \text{There}')]])
\]

In the last step we apply the operator \( \lambda w \) and obtain the construction:

\[
\lambda w \ [\text{Two}(\text{Young}'(\text{People}))(\lambda w \ [\lambda x \ [\text{Saw}'(\text{Peter}, x, \text{There}')]]])]
\]

Similar constructions can be obtained for the sentences:

- Peter met two poor students in New York
- My friend met many good linguists in Prague
- Our professor visited a number of good galleries in New York

For locative adverbial modifiers of any type \( \eta \) we introduce the binary operation \( + \) of type \( \eta(\eta \eta \eta) \). The purpose of this operation is to introduce the compound system of addresses such as:

- In Belgrade, Terazije street.

In the actual world the operation \( \rho+\sigma \) has its full meaning when \( \sigma \) is a sublocation of \( \rho \).

**Example 5.** In the TIL construction corresponding to the sentence:

- John lives in Paris, Kennedy street

the operation \( + \) of type \( \pi(\pi \pi) \) occurs. The atomic constructions for this sentence are:

\[
\text{Live} / o(t \ \pi)(o), \ \text{Paris} / t, \ \text{Kennedy-Street} / t, \ \text{John} / t, / \pi(t)
\]

The whole construction reads:

\[
\lambda w \ [\text{Live}'(\text{John}, \text{In}(\text{Paris})+(\text{Kennedy Street}))]
\]

The following sentence has a similar construction

- He lives in a small village, the main street

\[
\lambda w \ [\text{So}(\lambda w \ [\text{Small}'(\text{Village})])(\lambda w \ [\lambda x \ [\text{The}(\lambda w \ [\text{Main}'(\text{Street})]) \ \\
(\lambda y \ [\text{Live}'(\text{He}, \text{In}(x)+(y)))]))]])]
\]
It has been built from the following atomic constructions:

\[
\text{Live} / (\omega \uparrow (\pi)(\omega)), \text{Small} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega), \text{Main} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega);
\]
\[
\text{He} / \iota, \text{In} / \pi(\iota).
\]

\[
\text{Street} / (\omega \downarrow (\omega)), \text{Village} / (\omega \downarrow (\omega)), \text{So} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega), \text{The} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega).
\]

**Example 6.** In the sentences:

*In New York, every man is nervous*

*In this country everybody runs*

the locative modifiers *in New York, in this country* modify the sentences:

*Every man is nervous, Everybody runs*

which means that the corresponding TIL constructions corresponding to the above locative modifiers are of the type \((\omega \downarrow (\omega)) \downarrow (\omega)\). For the first sentence this is the construction \(\text{In}(\text{New York})\), and for the second the the construction \(\text{In}(u)\). The atomic constructions are the following:

\[
\text{Run} / (\omega \downarrow (\omega)), \text{Is-nervous} / (\omega \downarrow (\omega)), \text{Person} / (\omega \downarrow (\omega)), \text{Man} / (\omega \downarrow (\omega)), \]
\[
\text{Country} / (\omega \downarrow (\omega))
\]
\[
\text{New York} / \iota, \text{So} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega), \text{This} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega), \text{The} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega),
\]
\[
\text{In} / (\omega \downarrow (\omega) \downarrow (\omega) \downarrow (\iota))
\]

and the complete constructions:

\[
\lambda w \left[ (\text{In}(\text{New York})) \downarrow (\lambda w \left[ \text{Ev}(\text{Man})(\text{Is-nervous}))]) \right]
\]

\[
\lambda w \left[ \text{This}(\text{Country}) (\lambda u[(\text{In}(u)) \downarrow (\lambda w \left[ \text{Ev}(\text{Person})(\lambda w x \text{Run}^f(x))))])) \right]
\]

**Example 7.** For the sentence:

*In every small town, in the suburb, everybody knows everybody*

the compound construction \(\text{In}(z) + \text{In}(u)\) plays the role of locative adverbial sentence modifier. The atomic constructions are the following:

\[
\text{Know} / (\omega \downarrow (\omega)), \text{Person} / (\omega \downarrow (\omega)), \text{Town} / (\omega \downarrow (\omega)), \text{Suburb} / (\omega \downarrow (\omega)), \]
\[
x / \iota, y / \iota, z / \iota, u / \iota
\]
\[
\text{Ev} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega), \text{The} / (\omega \downarrow (\omega \uparrow (\omega))) \downarrow (\omega).
\]
In \((o(o(\omega))(\omega))(t)\)

and the construction corresponding to the whole sentence:

\[
\lambda W [So(\lambda X [Small'(Town)])(\lambda W [\lambda Z [The(\lambda W [\lambda U [Suburb'(u,z)]])]]
((\lambda Z + In(u))'(\lambda W [Ev(Person)])(\lambda X [Ev(Person)]
(\lambda W [\lambda Y [Know'(x,y)]))))]])
\]

Example 8. In the sentence:

\textit{In this country, one finds book-shops on all major streets in every town}

we have both a locative sentence modifier (\textit{in this country}) and locative inner participants (two of them: \textit{on all major streets, in every town}). The atomic constructions are:

Find / o(t, \pi(t))(\omega), Major / (o(t)(o(t))(\omega))(\omega)

x / t, y / t, z / t, u / t, One / t

In / \pi(t), In / ((o(o(\omega))(\omega))(t)

Country / o(t)(\omega), Town / o(t)(\omega), Book-shop / o(t)(\omega), Street / o(t)(\omega)

So / (o(o(t)(\omega))(o(t)(\omega)), Ev / (o(o(t)(\omega))(o(t)(\omega)),

This / (o(o(t)(\omega))(o(t)(\omega))

The complete construction reads:

This\textit{(Country)}(\lambda W [\lambda U [(In(u))'(\lambda W [So(Book-shop)]

(\lambda W [\lambda X [Ev(Town)] (\lambda W [\lambda Y [Ev(\lambda W [Major'(Street)])]]

(\lambda W [\lambda Z [Find(One, x, In(y)+On(z)))]))))]))])]

As far as the foundation of the \textit{meaning} of locatives is concerned there are several relations which have been recognized and explored. The most important is the relation:

\textit{being on that and that place}

which can determine:

- location of an individual (expressed by a noun or noun phrase)
- location of an action (expressed by a verb or predicate)
- location of a property (expressed by an adjective or adjective phrase)
- location of an event (expressed by a formula) etc.
On the basis of the ideas of Rescher's topological logic [8] we give some of the meaning postulates which characterize the location of an event (expressed by a formula of TIL) and the location of an action (expressed by a unary verb).

If $F,G$ are any formulae and $p,s$ are locative formula modifiers (having the type $(o(o_{(ω)}))(ω)$), then the following meaning postulates seem to be acceptable:

\[ p'(λ_{ω}(ωF)) \Rightarrow \neg p'(λ_{ω}F) \]
\[ \forall p[p'(λ_{ω}w[σ'(λ_{ω}w F)])] \Leftrightarrow σ'(λ_{ω}w[Evh_(λ_{ω}w F)]) \]
\[ Evh'(λ_{ω}w F) \Rightarrow F \]
\[ p'(λ_{ω}w[σ'(λ_{ω}w F)]) \Leftrightarrow σ'(λ_{ω}w F) \]

or, instead of the last postulate:
\[ p'(λ_{ω}w[σ'(λ_{ω}w F)]) \Leftrightarrow (p+σ)'(λ_{ω}w F) \]

The constant locative modifier $Evh$, as well as the modifier $Soh$ (meaning everywhere, somewhere), both of type $(o(o_{(ω)}))(ω)$ are introduced by the obvious definitions:

\[ Evh'(λ_{ω}w F) \Leftrightarrow \forall p[p'(λ_{ω}w F)], \ Soh'(λ_{ω}w F) \Leftrightarrow \exists p[p'(λ_{ω}w F)] \]

The only rule of interference is:
\[ \frac{F}{p'(λ_{ω}w F)} \]

It does not seem acceptable to have as a meaning postulate the converse of the implication:

\[ p'(λ_{ω}w(ωF)) \Rightarrow \neg p'(λ_{ω}w F) \]

The reason is the following: If it is the case $\neg p'(λ_{ω}w F)$, i.e. if it is not the case $p'(λ_{ω}w F)$, then one possibility is that $p'(λ_{ω}w(ωF))$ (i.e. on location $p$ takes place $ωF$), but it could also happen that $F$ takes place on some other location which is not on $p$.

For the location of an action the corresponding meaning postulates would be the following:

\[ \forall p[σ'(λ_{ω}w(p'(X))(ω)))] \Leftrightarrow σ'(λ_{ω}w(Evh'(X))(ω)) \]
\[ (Evh'(X)(ω)) \Rightarrow X(ω) \]
\[ p'(λ_{ω}w[σ'(X)])(y) \Leftrightarrow σ'(X)(y) \]

or, instead of the last postulate:
\[ p'(λ_{ω}w[σ'(X)])(y) \Leftrightarrow (ρ+σ)'(X)(y) \]
where $\rho$, $\sigma$ are variables having the type of adverbial verb modifiers $(\alpha(\omega)(\omega))$, $X$ is a variable denoting an unary verb, $\rho'$ is already introduced abbreviation for $\rho(\omega)$ (i.e. for $\rho(\omega)(\alpha)(\omega)$), where $\alpha, \beta, \pi, \delta, \tau, \omega$ respectively), $y$ is a variable of type $\tau$, $\text{Evh}$ (as well as $\text{Soh}$) is a constant adverbial verb modifier meaning 
*everywhere* (*somewhere*) introduced by definitions:

$$\text{Evh}(X)(y) \iff \forall \rho[\rho'(X)(y)] \quad \text{Soh}(X)(y) \iff \exists \rho[\rho'(X)(y)]$$

The corresponding rule of interference is:

$$\frac{X(y)}{\rho'(X)(y)}$$

Adding some new meaning postulates, for example those related to the Boolean or non Boolean conjunction of locative modifiers, requires much more investigation in the light of results [1], [4].
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In ZFC all cardinals are on the aleph line which can be expressed by

\[2^{\aleph_0} = \aleph_{\alpha + f(\alpha)}, \quad \alpha \in \text{Ord},\]

where \(f : \text{Ord} \rightarrow \text{Ord}\), (we call it a continuum displacement function). By Cantor's theorem \(f(\alpha) \geq 1, \alpha \in \text{Ord}\). Also \(f\) has to be monotonic and \(cf(\aleph_{\alpha + f(\alpha)}) > \aleph_\alpha\). The behavior of \(f\) has been investigated in detail; we list some exciting possibilities:

\((\forall \alpha) f(\alpha) = 1 \Rightarrow \text{GCH}, \text{ is consistent with ZFC, Gödel};\)

\(f(0) = 2, \text{ consistent with ZFC, Cohen '63};\)

"On regular cardinals \(f\) can have arbitrary values", (respecting monotony and the cofinality condition), Easton '67;

\(\text{ZFC + } \kappa \text{ is a measurable cardinal } \vdash (\forall \alpha < \kappa)f(\alpha) = 1 \rightarrow f(\kappa) = 1, \text{ Scott '61};\)
\[ ZFC \vdash (\forall \alpha < \omega_1) f(\alpha) = 1 \rightarrow f(\omega_1) = 1, \text{ Silver '74}; \]

\[ ZFC \vdash (\forall \alpha < \omega) f(\alpha) = 1 \rightarrow f(\omega) \leq 4, \text{ the same holds for all singular cardinals of the uncountable cofinality}; \]

\[ ZFC + \text{RVM} \vdash (\forall \kappa < 2^{\aleph_0}) 2^\kappa = 2^{\aleph_0}, \text{ Prikry '74} \]

If \( 2^{\aleph_0} \) is a real valued measurable then it is weakly inaccessible, hence

\[ 2^{\aleph_0} = \omega f(0) = \omega_2^{\aleph_0}, \text{ i.e. } f(0) = 2^{\aleph_0}. \]

\[(\forall n) f(n) = 1 \land f(\omega) > 1, \text{ consistent from the existence of huge cardinals, Magidor '77}; \]

Chang's conjecture implies: if \( \aleph_1 \) is a strong limit then \( 2^{\aleph_1} < \aleph_{\omega_2}, \text{ Magidor '77}; \]

There is an \( \aleph_2 \) saturated ideal over \( \omega_1 \) which implies \( 2^{\aleph_0} = \aleph_1 \rightarrow 2^{\aleph_1} = \aleph_2 \), Prikry, Jech '74;

When \( f(\sigma) < 2^{\aleph_\sigma} \) we say that \( f \) is bounded at \( \sigma \), and when \( f(\sigma) = 2^{\aleph_\sigma} \) we say that \( f \) is (very) unbounded at \( \sigma \). Let \( T \) be a first order theory with unary predicate symbol \( U \). \( T \) admits pair \((\alpha, \beta)\) if there is a model of \( T \) of cardinality \( \alpha \) in which the cardinality of \( U \) is \( \beta \).

**Definition 1.** The pair \((\alpha, \beta)\) is (when exists):

- **Left Large Gap** (LLG) for \( T \) iff \( T \) admits \((\alpha, \beta)\) and does not admit any \((\alpha', \beta)\) for \( \alpha' \geq \alpha \).
- **Right Large Gap** (RLG) for \( T \) iff \( T \) admits \((\alpha, \beta)\) and does not admit any \((\alpha, \beta')\) for \( \beta' \leq \beta \).
- **Large Gap** (LG) for \( T \) iff \((\alpha, \beta)\) is LLG and RLG.

It is clear that we can correspond partial cardinal functions \( \Lambda_i, i \in 2 \), to any theory \( T \), so that (when exists):

- \((\Lambda_0(\kappa), \kappa)\) is LLG;
- \((\kappa, \Lambda_1(\kappa))\) is RLG;

for all \( \kappa \).

**Lemma 1.** Let \( \Lambda_0 \) and \( \Lambda'_0 \) be cardinal operations defining LLG for theories \( T_1 \) and \( T_2 \), for many \( \kappa \). If one of the following holds:
1. GCH;

2. \( \Lambda_0 \) is monotonous;

3. \(|\Lambda'_0(\kappa)|^\varphi = \Lambda'_0(\kappa)|^\varphi\);

then there is a theory \( T \) such that \(((\Lambda_0 \circ \Lambda'_0)(\kappa), \kappa)\) is \( LLG \) for \( T \). Similar is true for \( RLG \).

**Proof.** Let \( \mathfrak{A} = \langle A, V, ... \rangle \) be a model for \( T_1 \) such that \( V \) is an interpretation of predicate symbol \( Q \) and \(|V| = \Lambda'_0(\kappa)\), \(|A| = (\Lambda_0 \circ \Lambda'_0)(\kappa)\).

Let \( \mathfrak{B} = \langle B, U, ... \rangle \) be a model for \( T_2 \) such that \( U \) is an interpretation of predicate symbol \( P \) and \(|U| = \kappa\), \(|B| = \Lambda'_0(\kappa)\). We may suppose that \( L_{T_1} \cap L_{T_2} = \emptyset \) and that \( T_2 \) has universally closed axioms. Consider the extension \( T' \) of \( T_1 \) obtained in the following way. First, take \( T'' \) to be a theory in the language \( L_{T_1} \cup L_{T_2} \) with the axioms of \( T_1 \). Extend \( T'' \) to \( T' \) adding interpretations of axioms of \( T_2 \) in the language \( L_{T_1} \cup L_{T_2} \). The interpretation is defined in the following way. On \( L_{T_2} \) it is the identity. In the axioms of \( T_2 \) every subformula of the form \((\exists x)\varphi\) is replaced with the formula \((\exists x)Q(x) \land \varphi\). The universe of the interpretation is \( Q \), so we introduce the axiom \((\exists x)Q(x)\). If \( F \) is an \( n \)-ary function symbol of the language then the axiom of \( T \) is formula \( Q(x_1) \land ... \land Q(x_n) \rightarrow Q(F(x_1, ..., x_n)) \). Using the bijection \(|B| = |V|\), a model \( \mathfrak{A}' \), an expansion of \( \mathfrak{A} \), is constructed. Let \( f \) be such a bijection. Extend \( f \) to an isomorphism. For \( c \in L_{T_2} \) define \( c^{\mathfrak{A}} = f(c) \). If \( F \) is a function symbol in \( L_{T_2} \) define:

\[
F^{\mathfrak{A}}(a_1, ..., a_n) = \begin{cases} F^{\mathfrak{B}}(f^{-1}(a_1), ..., f^{-1}(a_n)) & \text{if } a_1, ..., a_n \in V, \\ \text{arbitrary} & \text{otherwise.} \end{cases}
\]

If \( R \) is a predicate symbol in \( L_{T_2} \) define the interpretation of \( R \)

\[
R^{\mathfrak{A}}(a_1, ..., a_n) \iff R^{\mathfrak{B}}(f^{-1}(a_1), ..., f^{-1}(a_n))
\]

Now consider predicate symbol \( P \) in \( L_T \) and model \( \mathfrak{A}'' = \langle A, U, ... \rangle \) for \( T \). \( \mathfrak{A}'' \) is \(((\Lambda_0 \circ \Lambda'_0)(\kappa), \kappa)\) model. Let \( \mathfrak{A} = \langle A, V, U, ... \rangle \) be some model for \( T \) with \(|U| = \kappa\). Let \( V \) and \( U \) be interpretations for \( Q \) and \( P \), respectively. Let \( L_{T_2} \) of (the reduction of \( L_T \)) \( \{Q\} \cup L_{T_1} \) and let \( T'_2 \) have the interpretations of axioms of \( T \) as the only axioms. It follows that \(|V| \leq \Lambda'_0(\kappa)\). Using the hypothesis in a similar way, we get \(|A| \leq (\Lambda_0 \circ \Lambda'_0)(\kappa)\).

**Corollary 1.** Let \( T_1 \) and \( T_2 \) have \(((\Lambda(\kappa), \kappa)) \) and \(((\kappa, \Gamma(\kappa)) \) as \( LLG \) and \( RLG \), for many \( \kappa \), respectively. Then there is theory \( T \) for which \(((\Lambda(\kappa), \Gamma(\kappa)) \) is \( LG \).
Corollary 2. With the hypothesis of the corollary the following is true for any ultrafilter $D$:

$$\Gamma(|\prod_D \kappa|) \leq |\prod_D \Gamma(\kappa)| \leq |\prod_D \kappa| \leq |\prod_D \Lambda(\kappa)| \leq \Lambda(|\prod_D \kappa|)$$

There are theories $[T_1]$ $T_1$ and $T_2$ such that for all $\kappa$:

$(\kappa^+, \kappa)$ is LLG for $T_1$; $(2^\kappa, \kappa)$ is LLG for $T_2$.

From Lemma 1. we get:

for all $\lambda$, $(\omega_n(\lambda), \lambda)$ and $(3_n(\lambda), \lambda)$ are LLG; if $\Gamma$ is any finite combination of $\omega_n(\cdot), 3_n(\cdot)$ then for all $\lambda$, $(\Gamma(\lambda), \lambda)$ is LLG.

Lemma 2. Let $D$ be a uniform ultrafilter over $\lambda$. If $\lambda^{<\lambda} = \lambda$ then $|\prod_D \lambda| = 2^\lambda$.

For any uniform ultrafilter $D$ over a cardinal $\alpha$ define its cardinal trace by:

$$\text{ctr}_D = \{ \lambda \mid \omega \leq \lambda \leq 2^\omega \wedge \lambda = |\prod_D \alpha_i|, \text{ for some } \alpha_i \leq \alpha, \ i \in \alpha \}.$$ 

If $|\text{ctr}_D| \geq 1$ we say that $D$ has cardinal jumps or $D$ is jumping. The first examples of jumping ultrafilters over small cardinals are the nonregular ultrafilters of Magidor [2].

Let $(\Gamma(\kappa), \kappa) = (\omega(\kappa), \kappa) = (\omega_\sigma, \kappa)$ be a LLG for some theory $T$. Let $D$ be a uniform ultrafilter over $\omega_\sigma$ with jumps after $\kappa$, i.e.

$$|\prod_D \kappa| < |\prod_D \omega_\sigma|,$$

and let $\omega_\omega^{<\omega_\omega} = \omega_\sigma$. Then using the above conditions and Corollary 2.

$$|\prod_D \kappa| = \omega_\eta < |\prod_D \omega_\sigma| = 2^{\omega_\sigma} = \omega_{\sigma+f(\sigma)}$$

$$= |\prod_D \omega(\kappa)| \leq \omega(\kappa(|\prod_D \kappa|)) = \omega_{\eta + \xi},$$

i.e. $\eta < \sigma + f(\sigma) \leq \eta + \xi \leq \eta + \sigma$

this means that $2^{\omega_\sigma}$ is limited by the sum of min $\text{ctr}_D$ and the length $\xi$ of LLG, thus the continuum function is well-bounded. On the contrary, the large $f(\sigma)$ reduces the possibility of jumps, for instance $\max\{\omega, |\sigma|\} <$
$|f(\sigma)|$, makes $\eta < f(\sigma) \leq \eta + \sigma$ impossible. We can formulate the former as follows.

**Lemma 3.** Let $D$ be a uniform ultrafilter over $\lambda$, jumping after $\kappa$. If there is a theory for which $(\Gamma(\alpha), \alpha)$ is $LLG$ for sufficiently many $\alpha$ and $\Gamma(\kappa) = \lambda$ then $\lambda^{<\lambda} = \lambda$ implies $f(\lambda)$ is well-bounded.

Some examples with the above notation:

1. $(D$ nicely separates $\kappa$ and $\omega_\sigma) |\prod_D \kappa| \leq \omega_\sigma - f(\sigma) \leq \sigma$.

2. $(\forall \xi \in \omega)(\forall \kappa)(\omega_\xi(\kappa), \kappa)$ is $LLG$. Let $\omega_\xi(\kappa)^{<\omega_\xi(\kappa)} = \omega_\xi(\kappa)$. If there is a uniform ultrafilter over $\omega_\xi(\kappa)$ jumping after $\kappa$ then $f(\sigma)$ is a successor ordinal and well-bounded.

3. Let $D$ be a jumping ultrafilter over $\aleph_{15}$ and $\aleph_{15}^{<\aleph_{15}} = \aleph_{15}$.
   
   (a) If $|\prod_D \omega| \leq \aleph_{15}$ then $2^{\aleph_{15}} \leq \aleph_{30}$.
   
   (b) If $2^{\aleph_{15}} = \aleph_{\omega+1}$ then there is no jumping ultrafilter over $\aleph_{15}$.

4. Let $2^{\aleph_{15}} = \aleph_{\omega+1}$ and $\aleph_{15}^{\aleph_{15}} = \aleph_{15}$. Then if there is a jumping ultrafilter over $\aleph_{15}$, there would have to be $|\prod_D \omega| = \aleph_{\omega_1}$, thus singular. Is it possible?

**Questions.**

1. Is condition $\lambda^{<\lambda} = \lambda$ in Lemma 2. necessary?

2. Can Lemma 1. be generalized to combine more than finitely many $LLG$'s into $LLG$?

3. Are there examples of $LLG(\Gamma(\kappa), \kappa)$ with $\Gamma(\kappa) \geq \aleph_\omega(\kappa)$ for sufficiently many $\kappa$?
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The main purpose of this note is to give an answer to a question of A.R.D. Mathias (see [3; 8.6]). We assume that the reader is familiar with the basic theory of Forcing. Recall that for a filter $\mathcal{U}$ on the set of positive integers $\mathbb{N}$ the Prikry poset, $\mathcal{P}_\mathcal{U}$, is defined as follows: a typical condition is $\langle s, A \rangle$, where $s$ is a finite set, and $A$ is an element of $\mathcal{U}$. The ordering is defined by

(1) $\langle s, A \rangle \leq \langle t, B \rangle$ if and only if $t$ is an initial segment of $s$, $A \supseteq B$, and $s \setminus t$ is included in $B$.

Recall that $[A]^2$ denotes the family of all unordered pairs of elements of the set $A$. An ultrafilter $\mathcal{U}$ on $\mathbb{N}$ is selective (or Ramsey) if and only if for every partition of the family $[\mathbb{N}]^2$ into two pieces there is an $A \in \mathcal{U}$ which is homogeneous for this partition, i.e. the set $[A]^2$ is included in a single piece.

The following remarkable theorem was proved by Mathias in [3; Theorem 2.0]:

**Theorem 1.** If $M$ is a transitive model of a large enough fragment of Set Theory and $\mathcal{U}$ is a selective ultrafilter in $M$, then a set $X$ is $\mathcal{P}_\mathcal{U}$-generic over $M$ if and only if it is included modulo finite in every $A \in \mathcal{U} \cap M$.

This result is the main ingredient of the proof that in Solovay's model in which all sets of reals are Lebesgue measurable the partition relation $\omega \rightarrow (\omega)\omega$ holds; see [3]. In [3; 8.6] Mathias asks the following (recall that $L$ denotes the constructible universe):

**Question 1.** Is there a criterion similar to that of Theorem 2.0 for a pair $(X, Y)$ of reals to be $\mathcal{P}_\mathcal{U} \times \mathcal{P}_\mathcal{U}$-generic over $L$?
The motivation for this question comes from the Recursion Theory, and the question about the complexity of the set of all hyperarithmetically encodable subsets of \( \mathbb{N} \); see [3; page 101]. Below we will give such a criterion, even without using an assumption that the ground model is the subuniverse of all constructible sets. Let \( C \) denote the standard poset for adding a Cohen real. We say that posets \( \mathcal{P} \) and \( \mathcal{Q} \) are equivalent if their regular open algebras are isomorphic, i.e. if they yield the same forcing extensions. By [1; VII.7.11], if \( \mathcal{Q} \) is densely embedded into \( \mathcal{P} \) (see [1; VII.7.7]) then \( \mathcal{P} \) and \( \mathcal{Q} \) are equivalent.

**Theorem 2.** For every filter \( \mathcal{U} \), poset \( \mathcal{P}_\mathcal{U} \times \mathcal{P}_\mathcal{U} \) is equivalent to \( \mathcal{P}_\mathcal{U} \times C \).

**Proof.** Let \( \mathcal{P}_\mathcal{P}_\mathcal{U} \) be the following poset: a typical condition is \( p = \langle s_p, t_p, A_p \rangle \), where \( \langle s_p, A_p \rangle \) and \( \langle t_p, A_p \rangle \) are conditions in \( \mathcal{P}_\mathcal{U} \) and the ordering is defined by \( p \leq q \) if

\[
\langle s_p, A_p \rangle \leq p_{\mathcal{P}_\mathcal{U}} \langle s_q, A_q \rangle \quad \text{and} \quad \langle t_p, A_p \rangle \leq p_{\mathcal{P}_\mathcal{U}} \langle t_q, A_q \rangle.
\]

(2)

Obviously \( \mathcal{P}_\mathcal{P}_\mathcal{U} \) is densely embedded into \( \mathcal{P}_\mathcal{U} \times \mathcal{P}_\mathcal{U} \) by

\[
(s, t, A) \mapsto \langle \langle s, A \rangle, \langle t, A \rangle \rangle.
\]

Now consider the product \( \mathcal{P}_\mathcal{U} \times C \). We can assume \( C \) is the poset of all finite partial functions from \( \mathbb{N} \) into \( \{0, 1, 2\} \) ordered by the extension, because all nonatomic countable posets are equivalent (see [1; VII.(C3)]). Let \( \mathcal{P}_C \) denote the set of all conditions in \( \mathcal{P}_\mathcal{U} \times C \) of the form

\[
p = \langle \langle s, A \rangle, \sigma \rangle, \quad \text{where} \quad \text{dom} \sigma = |s|.
\]

Obviously \( \mathcal{P}_C \) is dense in \( \mathcal{P}_\mathcal{U} \times C \), so it suffices to prove that it is isomorphic to \( \mathcal{P}_\mathcal{P}_\mathcal{U} \). The mapping from \( \mathcal{P}_C \) into \( \mathcal{P}_\mathcal{P}_\mathcal{U} \) defined by

\[
\langle \{ n_1, \ldots, n_k \}, A, \sigma \rangle \mapsto \langle \{ n_i | \sigma(i) \neq 0 \}, \{ n_i | \sigma(i) \neq 1 \}, A \rangle
\]

is the desired isomorphism. This proves theorem.

**Corollary.** A finite product of two or more copies of \( \mathcal{P}_\mathcal{U} \) is equivalent to \( \mathcal{P}_\mathcal{U} \times \mathcal{P}_\mathcal{U} \).

Note that the proof of Theorem 2 gives the following more precise statement (\( \chi_X \) is a characteristic function of the set \( X \)):

**Theorem 3.** If \( M \) is a transitive model of a large enough fragment of Set Theory and \( \mathcal{U} \) is a selective ultrafilter in \( M \), then a pair \( (X, Y) \) is \( \mathcal{P}_\mathcal{U} \times \mathcal{P}_\mathcal{U} \)-generic over \( M \) if and only if:
(a) $X \cup Y$ is $\mathcal{P}_U$-generic over $M$, and

(b) function $\chi_X + \chi_Y : X \cup Y \to \{0, 1, 2\}$ is $\mathcal{C}$-generic over $M[X \cup Y]$. 

So by using Theorem 1 and the well-known characterization of Cohen-generic reals (see [2]), we can answer the above question of Mathias.

Corollary. If $M$ is a transitive model of a large enough fragment of Set Theory and $U$ is a selective ultrafilter in $M$, then a pair $(X, Y)$ is $\mathcal{P}_U \times \mathcal{P}_U$-generic over $M$ if and only if:

(a) $X \cup Y$ is included modulo finite in very $A \in U \cap M$, and

(b) function $\chi_X + \chi_Y : X \cup Y \to \{0, 1, 2\}$ avoids all meager $F_\sigma$ subsets of $\{0, 1, 3\}^{X \cup Y}$ coded in $M[X \cup Y]$.
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Abstract. We give an overview and a comparison of topologies in the untyped lambda calculus. The basic operation of the lambda calculus, application, is continuous, unsolvable terms are compactification points and normal forms are isolated points with respect to the topologies considered. Similarities and differences between these topologies will be pointed out as well.

Keywords: lambda calculus

1. INTRODUCTION

The type topology in untyped lambda calculus is introduced via typability in intersection type systems. Intersection type systems are extensions of simply typed lambda calculus with an additional type forming operator, intersection, and a special type $\omega$ which is given the property to type every lambda term. The sets $V_{\Gamma,\sigma} = \{ N \in \Lambda \mid \Gamma \vdash N : \sigma \}$, where $\Gamma \vdash N : \sigma$ means that the lambda term $N$ is typable by the type $\sigma$ in the context $\Gamma$ in the intersection type system, form a basis for this topology. The set $V_{\Gamma,\sigma}$ consists of all lambda terms typable by the same type $\sigma$ in the given context $\Gamma$.

Tree topology is based on the notion of Böhm trees (see [1]). The tree topology on the set of all untyped lambda terms $\Lambda$ is the smallest one that makes the mapping $BT : \Lambda \to B$ continuous, $B$ is the set of all Böhm-like trees, meaning that the open sets in $\Lambda$ are of the form $BT^{-1}(O)$, with $O$ open with reference to (w.r.t.) the Scott topology on $B$. The sets $O_{M,k} =
\{N \in \Lambda \mid M^{(k)} \subseteq N\}, form a basis w.r.t. this topology on \(\Lambda\), where \(M^{(k)}\) is the lambda term reconstructed from \(B^{T^k}(M)\), the Böhm tree of the lambda term \(M\) of length \(k\). The set \(O_{M,k}\) consists of all lambda terms whose Böhm trees contain the same Böhm tree of \(M^{(k)}\).

Once again intersection type systems are tied with topology. This time it is the filter topology on the set of all untyped lambda terms \(\Lambda\). The set of filters \(\mathcal{F}\) is defined on the set of intersection types. The filter topology is the smallest topology that makes the mapping \(|\cdot| : \Lambda \rightarrow \mathcal{F}\), where \(|M| = \{\sigma | \Gamma \vdash M : \sigma\}\), continuous. The open sets in \(\Lambda\) are of the form \(|\mathcal{O}|^{-1}\), with \(\mathcal{O}\) open w.r.t. the Scott topology on the set of filters \(\mathcal{F}\).

Using topological tools, basic lambda calculus concepts can be expressed topologically. Unsolvable terms are compactification points and normal forms are isolated points. The basic operation of the lambda calculus, application, is continuous, w.r.t. these topologies.

In Section 2 the type topology is presented. In Section 3 topological properties of the lambda calculus are investigated. Section 4 is a brief overview of two other topologies, tree topology and filter topology. Similarities and differences between them are discussed.

2. TYPE TOPOLOGY

The types of an intersection type assignment system are propositional formulae with the connectives \(\rightarrow\) and \(\cap\), where \(\cap\) is a specific conjunction, called intersection, whose properties are in accordance with its interpretation as an intersection of types. The basic notions and properties of intersection type assignment systems are given in [3] and can be found in the surveys of typed lambda calculi in [2] and [5].

The set of intersection types \(T\) is defined in the following way:

**Definition 1.**

(i) \(V = \{\alpha, \beta, \gamma, \alpha_1, \ldots\} \subseteq T\) (\(V\) is a denumerable set of propositional variables).

(ii) \(\omega \in T\).

(iii) If \(\sigma, \tau \in T\), then \((\sigma \rightarrow \tau) \in T\).

(iv) If \(\sigma, \tau \in T\), then \((\sigma \cap \tau) \in T\).

Let \(\alpha, \beta, \gamma, \alpha_1, \ldots\) be schematic letters for type variables, and let \(\delta, \epsilon, \sigma, \tau, \delta_1, \ldots\) be schematic letters for types.

**Definition 2.**

(i) A pre-order \(\leq\) is introduced on \(T\) in the following way:
1. \( \sigma \leq \sigma \)
2. \( \sigma \leq \tau, \; \tau \leq \rho \Rightarrow \sigma \leq \rho \)
3. \( \sigma \leq \omega \)
4. \( \omega \leq \omega \rightarrow \omega \)
5. \( (\sigma - \rho) \cap (\sigma - \tau) \leq \sigma - (\rho \cap \tau) \)
6. \( \sigma \cap \tau \leq \sigma, \; \sigma \cap \tau \leq \tau \)
7. \( \sigma \leq \tau, \; \sigma \leq \rho \Rightarrow \sigma \leq \tau \cap \rho \)
8. \( \sigma \leq \sigma_1, \; \tau \leq \tau_1 \Rightarrow \sigma_1 \rightarrow \tau \leq \sigma \rightarrow \tau_1 \).

(ii) \( \sigma \sim \tau \) if and only if \( \sigma \leq \tau \) and \( \tau \leq \sigma \).

Let \( \Lambda \) be the set of untyped (type-free) lambda terms, and let \( x, y, z, x_1, \ldots \) be schematic letters for term variables and \( M, N, P, Q, M_1, \ldots \) schematic letters for lambda terms. The expression \( M : \sigma \), called a statement, where \( M \in \Lambda, \sigma \in T \) links the terms of \( \Lambda \) and the types of \( T \). \( M \) is the subject and \( \sigma \) is the predicate of the statement \( M : \sigma \). If \( x \in V \), then \( x : \tau \) is a basic statement. A context is a set of basic statements. \( \Gamma, \Delta, \Gamma_1, \ldots \) are used as schematic letters for contexts. \( B \) will denote the set of all contexts.

**Definition 3.** The following rules determine the intersection type assignment system \( \mathcal{D} \Omega_\leq \):

\[
\begin{align*}
\text{(start rule)} & \quad \frac{}{\Gamma \vdash x : \sigma} ; \\
\text{(-E)} & \quad \frac{\Gamma \vdash M : \sigma \rightarrow \tau \quad \Gamma \vdash N : \sigma}{\Gamma \vdash MN : \tau} ; \\
\text{(-I)} & \quad \frac{\Gamma, x : \sigma \vdash M : \tau}{\Gamma \vdash (\lambda x.M) : \sigma \rightarrow \tau} ; \\
\text{(|E)} & \quad \frac{\Gamma \vdash M : \sigma \cap \tau \quad \Gamma \vdash M : \tau}{\Gamma \vdash M : \sigma} , \\
\text{(|I)} & \quad \frac{\Gamma \vdash M : \sigma \cap \tau}{\Gamma \vdash M : \tau} ; \\
\text{((\omega))} & \quad \frac{}{\Gamma \vdash M : \omega} ; \\
\text{(\leq)} & \quad \frac{\Gamma \vdash M : \sigma \quad \sigma \leq \tau}{\Gamma \vdash M : \tau} .
\end{align*}
\]

Some examples of typability in this system are:

\( \vdash \lambda x.xx : (\sigma \cap (\sigma \rightarrow \tau)) \rightarrow \tau \);

\( \vdash \Omega \equiv (\lambda x.xx)(\lambda x.xx) : \omega \).

Every term in normal form has a principal type in the system \( \mathcal{D} \Omega_\leq \). The most important property of the principal type of a normal form \( N \) is that all other types that type \( N \) can be obtained from the principal type by some operations on types (see [6]). We will need later the following property, which is proved in [5].

**Proposition 1.** (i) Let \( N \) be a normal form, and let \( \Gamma \vdash N : \pi \) be a principal typing of \( N \). Then, if \( \Gamma \vdash M : \pi \), there is an \( \eta \)-reduct \( Q \) of \( N \) such that \( M \rightarrow_\beta Q \).
(ii) Let \( N \) be a \( \beta\eta \)-normal form, and let \( \Gamma \vdash N : \pi \) be a principal typing of \( N \). If \( \Gamma \vdash M : \pi \), then \( M \rightarrow_{\beta} N \).

It is possible to introduce a topology on the set of lambda terms \( \Lambda \) via the typability of lambda terms in \( \mathcal{D} \Omega \). We shall call it type topology.

Let us consider a set of all lambda terms that can be typable by the same type in the same context, say

\[
\mathcal{V}_{\Gamma,\sigma} = \{ M \in \Lambda \mid \Gamma \vdash M : \sigma \}. 
\]

If \( \Gamma \) is empty, meaning that the terms typable by \( \sigma \) are closed, i.e. do not contain free variables, then we will write just \( \mathcal{V}_{\sigma} \).

\( \Gamma \cup \Delta \) will denote the context obtained from the contexts \( \Gamma \) and \( \Delta \), such that \( x : \sigma \in \Gamma \cup \Delta \) if and only if \( x : \sigma \in \Gamma \), or \( x : \sigma \in \Delta \), or \( x : \sigma' \in \Gamma \), \( x : \sigma'' \in \Delta \) and \( \sigma \equiv \sigma' \cap \sigma'' \).

**Lemma 1.** (i) \( \sigma \) is inhabited if and only if \( \mathcal{V}_{\Gamma,\sigma} \neq \emptyset \) for some context \( \Gamma \).

(ii) \( \mathcal{V}_{\Gamma,\sigma} \cap \mathcal{V}_{\Delta,\tau} \subseteq \mathcal{V}_{\Gamma \cup \Delta,\sigma \cap \tau} \).

(iii) \( \mathcal{V}_{\Gamma,\omega} = \Lambda \) for any context \( \Gamma \).

**Proof.**

(i) Obvious.

(ii) From \( M \in \mathcal{V}_{\Gamma,\sigma} \cap \mathcal{V}_{\Delta,\tau} \) it follows that \( \Gamma \vdash M : \sigma \) and \( \Delta \vdash M : \tau \) for some contexts \( \Gamma \) and \( \Delta \). Obviously, \( \Gamma \cup \Delta \vdash M : \sigma \) and \( \Gamma \cup \Delta \vdash M : \tau \). Hence, by \((\cap I)\) we obtain that \( \Gamma \cup \Delta \vdash M : \sigma \cap \tau \). The converse does not hold, e.g. if \( x : \sigma \vdash x : \sigma \), \( x : \tau \vdash x : \tau \), then \( x : \sigma \cap \tau \vdash x : \sigma \cap \tau \) and hence \( x : \sigma \cap \tau \vdash x : \sigma \cap \tau \) by \((\cap I)\). However, from \( x : \sigma \cap \tau \vdash x : \sigma \cap \tau \) we cannot conclude \( x : \sigma \vdash x : \sigma \) and \( x : \tau \vdash x : \tau \).

(iii) Obvious, since every lambda term is trivially typable by \( \omega \) in any context.

**Proposition 2.** The family \( \{ \mathcal{V}_{\Gamma,\sigma} \}_{\Gamma \in \mathcal{B}, \sigma \in \tau} \) form a basis for a topology on \( \Lambda \).

**Proof.**

(i) Every lambda term is typable in \( \mathcal{D} \Omega \); so for every lambda term \( M \in \Lambda \) there is a context \( \Gamma \) and a type \( \tau \in \tau \) such that \( \Gamma \vdash M : \tau \). That is \( M \in \mathcal{V}_{\Gamma,\tau} \).
(ii) For every two sets $\mathcal{V}_{\Gamma,\sigma}$ and $\mathcal{V}_{\Delta,\tau}$, we have that $\mathcal{V}_{\Gamma,\sigma} \cap \mathcal{V}_{\Delta,\tau} \subseteq \mathcal{V}_{\Gamma \cup \Delta,\sigma \cap \tau}$, according to Lemma 1(ii).

The introduced topology will be called type topology. Open sets in the type topology are defined in the usual way:

**Definition 4.** A set $O \subseteq \Lambda$ is open if for any term $M \in O$ there is a set $\mathcal{V}_{\Gamma,\rho}$ such that $M \in \mathcal{V}_{\Gamma,\rho}$ and $\mathcal{V}_{\Gamma,\rho} \subseteq O$.

3. **TOPOLOGICAL PROPERTIES**

Familiar lambda calculus concepts can be expressed topologically. Now we can show the continuity of application with respect to the type topology. We will show the following properties of the type topology:

- Application is continuous with respect to the type topology.
- Unsolvable terms are compactification points (bottoms).
- $\beta\eta$-normal forms are isolated points.

**Theorem 1. (Continuity Theorem)**

Given $F \in \Lambda$. Then the map $M \mapsto FM$ is continuous (w.r.t. the type topology).

**Proof.** We have to show that

$$(\forall \mathcal{V}_{\Gamma,\varepsilon} \ni FM)(\exists \mathcal{V}_{\Gamma,\delta} \ni M)(Q \in \mathcal{V}_{\Gamma,\delta} \Rightarrow FQ \in \mathcal{V}_{\Gamma,\varepsilon}).$$

If $FM \in \mathcal{V}_{\Gamma,\varepsilon}$, then $\Gamma \vdash FM : \varepsilon$. By the structural property of the intersection type system $\mathcal{D}\Omega_{\leq}$ given in [3] there is a type $\delta$ such that $\Gamma \vdash F : \delta \rightarrow \varepsilon$ and $\Gamma \vdash M : \delta$.

Hence, there is $\mathcal{V}_{\Gamma,\delta}$ to which $M$ belongs. If $Q \in \mathcal{V}_{\Gamma,\delta}$, i.e., $\Gamma \vdash Q : \delta$, then by ($\rightarrow\leftarrow\ E$) we have that $\Gamma \vdash FQ : \varepsilon$.

Let us consider some properties of the introduced topology that are related to $\beta$- and $\eta$- reduction.

**Lemma 2.** Let $M, N \in \Lambda$.

(i) If $M \rightarrow_\beta N$, then $\forall \sigma \in T \forall \Gamma \in \mathcal{B}$ $(M \in \mathcal{V}_{\Gamma,\sigma} \Leftrightarrow N \in \mathcal{V}_{\Gamma,\sigma})$. 

(ii) If \( M \rightarrow_{\eta} N \), then \( \forall \sigma \in T \forall \Gamma \in \mathcal{B} \ (M \in \mathcal{V}_{\Gamma,\sigma} \Rightarrow N \in \mathcal{V}_{\Gamma,\sigma}) \).

(iii) If \( N \in \Lambda \) is a \( \beta\eta \)-normal form, then

\[ M \rightarrow_{\beta} N \text{ if and only if } \forall \sigma \in T \forall \Gamma \in \mathcal{B} \ (M \in \mathcal{V}_{\Gamma,\sigma} \Leftrightarrow N \in \mathcal{V}_{\Gamma,\sigma}) \]

Proof.

(i) The subject reduction property holds for the intersection type system and therefore if \( M \rightarrow_{\beta} N \), then \( \forall \sigma \in T \forall \Gamma \in \mathcal{B} \ (M \in \mathcal{V}_{\Gamma,\sigma} \Rightarrow N \in \mathcal{V}_{\Gamma,\sigma}) \). But it implies that \( \forall \sigma \in T \forall \Gamma \in \mathcal{B} \ (N \in \mathcal{V}_{\Gamma,\sigma} \Rightarrow M \in \mathcal{V}_{\Gamma,\sigma}) \) as well, since \( \mathcal{D} \Omega_{\leq} \) is closed under \( \beta \)-expansion.

(ii) \( M \rightarrow_{\eta} N \) implies that \( \forall \sigma \in T \forall \Gamma \in \mathcal{B} \ (M \in \mathcal{V}_{\Gamma,\sigma} \Rightarrow N \in \mathcal{V}_{\Gamma,\sigma}) \) since \( \mathcal{D} \Omega_{\leq} \) is closed under \( \eta \)-reduction, but it does not imply the other implication because it is not closed under \( \eta \)-expansion.

A counter-example is \( 1 \equiv \lambda xy.\ xy \rightarrow_{\eta} \lambda x.\ x \equiv 1 \), but there are types of \( 1 \), which are not types of \( 1 \) such as \( \alpha \rightarrow \alpha \), where \( \alpha \) is a type variable, since

\[ \vdash \lambda x.\ x : \alpha \rightarrow \alpha , \text{ but } \not\vdash \lambda xy.\ xy : \alpha \rightarrow \alpha . \]

Hence, \( 1 \in \mathcal{V}_{\alpha \rightarrow \alpha} \), but \( 1 \not\in \mathcal{V}_{\alpha \rightarrow \alpha} \).

(iii) \( (\Rightarrow) \) By (i).

\( (\Leftarrow) \) Let \( \Gamma \vdash N : \pi \) be a principal typing of \( N \). Hence, \( \Gamma \vdash M : \pi \).

Therefore by Proposition 1(ii) \( M \rightarrow_{\beta} N \).

\( \beta \)-equal terms cannot be separated. Lambda terms that are \( \beta \)-equal belong to the same open sets therefore we shall identify them. By “up to \( \beta \)-equality” we mean that if a normal form \( N \) is in a set, then all the terms that are \( \beta \)-equal to \( N \) are in the same set.

Proposition 3. (i) Unsolvable terms are compactification points (bottoms).

(ii) If \( N \) is a normal form, then there is a type \( \rho \in T \) and a context \( \Gamma \) such that

\[ \mathcal{V}_{\Gamma,\rho} = \{ P \mid N \rightarrow_{\eta} P \} ( \text{up to } =_{\beta} ) \]

(iii) \( \beta\eta \)-normal forms are isolated points (up to } =_{\beta} ).
Proof.

(i) If $M$ is an unsolvable term, then it is typable only by a type, which is equivalent to $\omega$, therefore if $M \in \mathcal{V}_{\Gamma,\sigma}$, then $\sigma \sim \omega$. However, $\mathcal{V}_{\Gamma,\sigma} = \mathcal{V}_{\Gamma,\omega} = \Lambda$ by Lemma 1(iii). Therefore $\Lambda$ is the only open set containing unsolvable terms, and hence they are compactification points.

(ii) If $N$ is a normal form, then there is a principal typing $\Gamma \vdash N : \pi$. For every term $M$ for which $\Gamma \vdash M : \pi$, i.e., $M \in \mathcal{V}_{\Gamma,\pi}$ by Proposition 1(i) there is an $\eta$-reduct $P$ of $N$ such that $M \rightarrow_\beta P$. By Lemma 2(i) $P \in \mathcal{V}_{\Gamma,\pi}$, also. $P$ is a normal form as well. Hence $\mathcal{V}_{\Gamma,\pi} = \{P | N \rightarrow_\eta P\}$ up to $\beta$-equality, since $M =_\beta P$.

(iii) Obvious, since if $N$ is a $\beta\eta$-normal form, then by (ii) there is a $\mathcal{V}_{\Gamma,\pi}$ which is a singleton, i.e., $\mathcal{V}_{\Gamma,\pi} = \{N\}$ up to $\beta$-equality.

This topology is not yet $T_0$, since two different unsolvable terms cannot be separated.

The Genericity Lemma is a consequence of the Continuity Theorem, as proved in [1].

Proposition 4. (Genericity Lemma)

Let $M$ and $N$ be lambda terms such that $M$ is unsolvable and $N$ has a normal form. Then, for all lambda terms $F$,

$$FM = N \Rightarrow \forall L \in \Lambda (FL =_{\beta\eta} N).$$

Proof. Let $N_{\beta\eta}$ be the $\beta\eta$-normal form of $N$, i.e., $N \rightarrow_{\beta\eta} N_{\beta\eta}$. If $\Gamma \vdash N_{\beta\eta} : \pi$ is a principal typing of $N_{\beta\eta}$, then as shown in Proposition 3(iii), there is $\mathcal{V}_{\Gamma,\pi} = \{N_{\beta\eta}\}$ which is a singleton up to $=_\beta$. Again, by Proposition 3(i) $\mathcal{V}_{\Gamma,\omega} = \Lambda$ is the only open set containing the unsolvable term $M$. By the Continuity Theorem 1

$$(\forall \mathcal{V}_{\Gamma,\varepsilon} \ni N)(\exists \mathcal{V}_{\Gamma,\delta} \ni M)(L \in \mathcal{V}_{\Gamma,\delta} \Rightarrow FL \in \mathcal{V}_{\Gamma,\varepsilon}).$$

Let us choose $\mathcal{V}_{\Gamma,\varepsilon} = \mathcal{V}_{\Gamma,\pi} = \{N_{\beta\eta}\}$. Namely, $\mathcal{V}_{\Gamma,\delta} = \mathcal{V}_{\Gamma,\omega} = \Lambda$, and so if $L \in \Lambda$, then $FL = N_{\beta\eta}$. By Proposition 1(ii) this means that $FL \rightarrow_\beta N_{\beta\eta}$, and so $FL =_{\beta\eta} N$. 

4. **BÖHM TREE TOPOLOGY AND FILTER TOPOLOGY**

The *filter topology* on lambda terms is introduced using the intersection type system, as well.

Let $\mathcal{F} \subseteq \mathcal{P}(T)$ be a filter model. The *valuation of lambda terms* $\| \|$ : $\Lambda \to \mathcal{F}$ is given by the following mapping

$$\| M \| = \{ \sigma | \Gamma \vdash M : \sigma \} \in \mathcal{F}.$$ 

The Scott topology is defined on $\mathcal{F}$ in the following way:

**Definition 4.** A set $\mathcal{O} \subseteq \mathcal{F}$ is open if:

(i) $d \in \mathcal{O}$ and $d \subseteq e$, then $e \in \mathcal{O}$;

(ii) $\cup d_i \in \mathcal{O}$, then there is an $i_0$ such that $d_{i_0} \in \mathcal{O}$.

This topology induces the so-called *filter topology* on $\Lambda$ in the sense that open sets in $\Lambda$ are $\| \mathcal{O} \|^{-1} \subseteq \Lambda$, where $\mathcal{O} \subseteq \mathcal{F}$ is open w.r.t. the Scott topology on filters.

The type topology and the filter topology are equivalent on the set of closed lambda terms, in the sense that open sets w.r.t. the type topology are open w.r.t. the filter topology and vice versa, as shown in [4]. The advantage of the type topology is that it is defined on lambda terms directly, while the filter topology is actually induced by the topology defined on filters.

Each lambda term $M \in \Lambda$ is associated with a certain tree $BT(M)$, the so-called Böhm tree. The *tree topology* is based on the notion of Böhm trees. We will recall here only some elementary notions, since the Böhm tree technique is rather involved, so for more details we would refer the reader to [1] (Chapter 10).

A *$\Sigma$-labelled tree* is a tree where an element of $\Sigma$ is written at each node. Let

$$\Sigma = \{ \bot \} \cup \{ \lambda x_1 \ldots x_n. y | n \in \mathbb{N}, x_1, \ldots, x_n, y \text{ variables} \}$$

Then $BT(M)$ is a $\Sigma$-labelled tree defined as follows.

$$BT(M) = \begin{cases} \bot & \text{if } M \text{ is unsolvable} \\ \lambda x_1 \ldots x_n. y & \text{if } M \text{ has a hnf } \lambda x_1 \ldots x_n. y M_1 \ldots M_m \\ BT(M_1) \lor BT(M_m) & \text{if } M_1 \text{ and } M_m \text{ are trees} \end{cases}$$
Let $B$ denote the set of all Böhm trees. Then $B = (B \subseteq)$ is a complete partial ordering. Consider the cpo $B$ with the Scott topology, as in Definition 4.

The tree topology on the set of all lambda terms $\Lambda$ is the smallest one that makes the map

$$BT : \Lambda \rightarrow B$$

continuous, meaning that open sets of $\Lambda$ are of the form $BT^{-1}(O)$, with $O$ Scott open in $B$.

$\beta$-equal lambda terms cannot be separated neither in the tree topology, since they have equal head normal forms, and hence the same Böhm tree, nor in the type topology, since they are typable by the same types, as shown in Lemma 2(i). On the other hand $\eta$-equal terms can be separated in both of these topologies, since they do not necessarily have the same head normal forms and they are not typable by the same types. For example $\eta$-equal terms $1 \equiv \lambda xy. xy \rightarrow_{\eta} \lambda x.x \equiv 1$ are not typable by the same types as we saw in the proof of Lemma 2(ii). Both of them are head normal forms, even normal forms, but not equal. This means that their Böhm trees are different.
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The basic part of Logic Programming, particularly Prolog, in fact deals with
the following two inference rules:

\begin{align*}
(1) & \quad \mathcal{F}, p \vdash p \\
(2) & \quad \mathcal{F}, p \lor \neg q_1 \lor \ldots \lor \neg q_k \vdash p \quad \leftarrow \quad \mathcal{F} \vdash q_1, \ldots, q_k
\end{align*}

(where \( \mathcal{F} \) is a set of (positive) Horn formulas and \( p \) is any atom,
i.e. a propositional letter)

Indeed, the informal meaning of rule (1) is:

An atom \( p \) is a consequence of a set of clauses if \( p \) is an element
of that set.

Similarly for rule (2) we have this meaning:

An atom \( p \) is a consequence of a set \( \mathcal{F}, p \lor \neg q_1 \lor \ldots \lor \neg q_k \) (i.e. of the set
\( \mathcal{F}, q_1 \land \ldots \land q_k \Rightarrow p \)), if \( q_1, \ldots, q_k \) are consequences of the set \( \mathcal{F} \).

In the sequel we use the following facts from mathematical logic (see [2]):

(3) The notion of formal proof in the case of propositional logic (assuming
we have chosen some tautologies as axioms, and that modus ponens
is the only inference rule).
(4) The Deduction theorem\(^1\) : \( \mathcal{F}, A \vdash B \longrightarrow \mathcal{F} \vdash A \Rightarrow B \) where \( \mathcal{F} \) is a set of propositional formulas and \( A, B \) are some such formulas.

(5) Completeness Theorem: Any propositional formula is a logical theorem if and only if it is a tautology.

We also use the symbols \( \perp, \top \) which can be introduced by the following definitions

\[ \perp \text{ stands for } a \land \neg a; \quad \top \text{ stands for } a \lor \neg a \]

where \( a \) is an atom (chosen arbitrarily). Further, let \( \mathcal{F} \) be any set of propositional formulas and \( \psi \) a formula or one of the symbols \( \perp, \top \). Then a sequent is any expression of the form \( \mathcal{F} \vdash \psi \), with the meaning:

\( \psi \) is a logical consequence of \( \mathcal{F} \)

**Lemma 1.** Let \( \mathcal{F} \) be any set of propositional formulas not containing the atom \( p \), and let \( \phi_1(p), \phi_2(p), \ldots \) be propositional formulas containing \( p \). Then we have the following equivalences

(6) (i) \( \mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash p \longrightarrow \mathcal{F}, \phi_1(\perp), \phi_2(\perp), \ldots \vdash \perp \)

(ii) \( \mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash \neg p \longrightarrow \mathcal{F}, \phi_1(\top), \phi_2(\top), \ldots \vdash \perp \)

**Proof.** First we give proof of the \( \longrightarrow \) part of (i). Then, we have the following implication-chain:

\( \mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash p \)

\[ \longrightarrow \text{For some formulas } f_1, \ldots, f_r \text{ of } \mathcal{F} \text{ and some formulas } \phi_1(p), \ldots, \phi_i(p) \]

we have: \( f_1, \ldots, f_r, \phi_1(p), \ldots, \phi_i(p), \ldots \vdash p \)

(Finiteness of the propositional proof)

\[ \vdash f_1 \Rightarrow \ldots \Rightarrow f_r \Rightarrow \phi_1(p) \Rightarrow \ldots \Rightarrow \phi_i(p) \Rightarrow p \]

(By (4))

\[ \text{Formula } f_1 \Rightarrow \ldots \Rightarrow f_r \Rightarrow \phi_1(p) \Rightarrow \ldots \Rightarrow \phi_i(p) \Rightarrow p \]

is a tautology

(By (5))

\[ \text{Formula } f_1 \Rightarrow \ldots \Rightarrow f_r \Rightarrow \phi_1(\perp) \Rightarrow \ldots \Rightarrow \phi_i(\perp) \Rightarrow \perp \]

is a tautology

\(^1\)In fact, only the \( \longrightarrow \)-part is the deduction theorem. But, the \( \vdash \)-part is almost trivial.
Formula
\[ f_1 \Rightarrow ... \Rightarrow f_r \Rightarrow \phi_{i1}(\perp) \Rightarrow ... \Rightarrow \phi_{is}(\perp) \Rightarrow \perp \]
is a logical theorem
(By (5))

Formula
\[ f_1, ..., f_r, \phi_{i1}(\perp), ..., \phi_{is}(\perp) \vdash \perp \]
holds.
(By (4))

\[ \mathcal{F}, \phi_1(\perp), \phi_2(\perp), ... \vdash \perp \]
which completes the proof. Proof of the part of (i) reads:
\[ \mathcal{F}, \phi_1(\perp), \phi_2(\perp), ... \vdash \perp \]

For some formulas \( f_1, ..., f_r \) of \( \mathcal{F} \) and some formulas \( \phi_{i1}(\perp), ..., \phi_{is}(\perp) \)
we have: \( f_1, ..., f_r, \phi_{i1}(\perp), ..., \phi_{is}(\perp), ... \vdash \perp \)
(Finiteness of every formal proof)

\[ \vdash f_1 \Rightarrow ... \Rightarrow f_r \Rightarrow \phi_{i1}(\perp) \Rightarrow ... \Rightarrow \phi_{is}(\perp) \Rightarrow \perp \]
(By (4))

Formula
\[ f_1 \Rightarrow ... \Rightarrow f_r \Rightarrow \phi_{i1}(\perp) \Rightarrow ... \Rightarrow \phi_{is}(\perp) \Rightarrow \perp \]
is a tautology
(By (5))

Formula
\[ f_1 \Rightarrow ... \Rightarrow f_r \Rightarrow \phi_{i1}(p) \Rightarrow ... \Rightarrow \phi_{is}(p) \Rightarrow p \]
is a tautology

Formula
\[ f_1 \Rightarrow ... \Rightarrow f_r \Rightarrow \phi_{i1}(p) \Rightarrow ... \Rightarrow \phi_{is}(p) \Rightarrow p \]
is a logical theorem
(By (5))
Formula 
\[ f_1, \ldots, f_r, \phi_1(p), \ldots, \phi_s(p) \vdash p \]
holds.
(By (4))
\[ \rightarrow \mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash p \]
which completes the proof of (i).
We have omitted a proof of (ii) because (ii) can be proved in a similar way as (i).
Notice that Lemma 1 can be expressed by the following words:

A literal\( ^2 \) \( \psi \) is a logical consequence of the given set if and only if the corresponding\( ^3 \) set is inconsistent.

Now we prove the following lemma.

Lemma 2. The equivalence

\[ (7) \quad \mathcal{F}, p_1 \lor \ldots \lor p_k \vdash \bot \quad \rightarrow \mathcal{F} \vdash \neg p_1, \ldots, \mathcal{F} \vdash \neg p_k \]

(where \( p_i \) is any literal)

is true.

Proof. We have the following 'equivalence-chain':
\[ \mathcal{F}, p_1 \lor \ldots \lor p_k \vdash \bot \]
\[ \rightarrow \mathcal{F} \vdash (p_1 \lor \ldots \lor p_k \rightarrow \bot) \]
(By (4))
\[ \rightarrow \mathcal{F} \vdash (\neg p_1 \land \ldots \land \neg p_k) \]
(Using a well-known tautology)
\[ \rightarrow \mathcal{F} \vdash \neg p_1, \ldots, \mathcal{F} \vdash \neg p_k \]
which completes the proof.

Besides (6) and (7) we emphasize the following obvious equivalences

\[ (8) \quad \vdash T \quad \rightarrow \mathcal{F}, \bot \vdash \bot \]
\[ (9) \quad \mathcal{F}, T \vdash A \quad \leftrightarrow \mathcal{F} \vdash A \]

\( A \) is a literal or the symbol \( \bot \)

\( ^2 \)A literal is an atom or the negation of an atom
\( ^3 \)i.e. one of the sets \( \mathcal{F}, \phi_1(\bot), \phi_2(\bot), \ldots \) or \( \mathcal{F}, \phi_1(T), \phi_2(T), \ldots \)
Suppose now that $\mathcal{F}$ is a given set of clauses and $\psi$ is a literal or $\bot$. Is it possible that using the equivalences (6), (7), (8), (9) one can establish whether or not $\psi$ is a logical consequence of $\mathcal{F}$? In order to answer this we introduce the following inference rules\(^4\)

(R1) $\mathcal{F}, \bot \vdash \bot \leftarrow \vdash \top$

(R2) $\mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash p \leftarrow \mathcal{F}, \phi_1(\bot), \phi_2(\bot), \ldots \vdash \bot$

$\mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash \neg p \leftarrow \mathcal{F}, \phi_1(\top), \phi_2(\top), \ldots \vdash \bot$

($\phi_i(p)$ is any clause containing $p$)

(R3) $\mathcal{F}, p_1 \lor \ldots \lor p_k \vdash \bot \leftarrow \mathcal{F} \vdash \neg p_1, \ldots, \mathcal{F} \vdash \neg p_k$

(where $p_i$ is any literal)

(R4) $\mathcal{F}, \top \vdash A \leftarrow \mathcal{F} \vdash A$

($A$ is a literal or the symbol $\bot$)

We emphasize that in the sequel for the set $\mathcal{F}$ we suppose that it does not contain a clause of the form $\ldots q \lor \neg q, \ldots$, where $q$ is any atom. Namely, such a formula is equivalent to $\top$, consequently it should be omitted\(^5\). Similarly, if it happens that by applying rule (R2) some clause becomes equivalent to $\top$ then we will also omit it.

Roughly speaking rules (R1),(R2),(R3),(R4) are used as follows:

We start with a question (a sequent) of the form $\mathcal{F} \vdash \psi$ and apply rules (R2),(R3),(R4) several times. If at some step we can apply rule (R1), the procedure stops with the conclusion that $\psi$ is a logical consequence of $\mathcal{F}$. However, if at some step we obtain the sequent $\vdash \bot$ (then $\mathcal{F}$ is an empty set) the procedure stops with the conclusion that $\psi$ is not a logical consequence of $\mathcal{F}$.

**Example 1.** Answer the following questions:

1) $p \vdash p$  
2) $p, q \vdash p$  
3) $\vdash p$  
4) $q \vdash q$  
5) $\neg q \lor q \lor p \vdash p$  
6) $p, \neg q \lor q \lor \neg r, p \lor \neg q \lor s, p \lor s \lor \neg t \vdash \bot$  

where $p, q, r, s, t$ are atoms.

**Answer.**

1) Applying (R2) we obtain the sequent $\bot \vdash \bot$ and by (R1) we get the sequent $\vdash \top$ so the answer is: Yes.

\(^4\)We point out that the set $\mathcal{F}$ may be also an empty set.

\(^5\)This is compatible with rule (R4)
2) Applying (R2) we obtain a new question, i.e. the sequent $\bot, q \vdash \bot$, and now applying (R1) we obtain the sequent $\vdash \top$ so the answer is: Yes.
3) Applying (R2) we obtain the sequent $\vdash \bot$ so the answer is: No.
4) By (R2) we obtain the sequent $q \vdash \bot$ and after that by (R3) we obtain the sequent $\vdash \neg q$. Finally, by (R2) we obtain the sequent $\vdash \bot$ such that the answer is: No.
5) By (R2) we obtain the sequent $\neg q, q \vdash \bot$. Now by (R3) applied to the literal $\neg q$ we obtain the sequent $q \vdash q$, further by (R2) we obtain the sequent $\bot \vdash \bot$ and finally by (R1) we obtain the sequent $\vdash \top$ so the answer is: Yes.
6) Now by (R3) applied to clause $p$ we obtain the sequent $\neg p \lor q \lor \neg r, p \lor \neg q \lor s, p \lor s \lor \neg t \vdash \neg p$

By (R2) (and (R4) applied twice) we obtain the sequent $q \lor \neg r \vdash \bot$

At this step applying (R3) we obtain two new sequents, i.e. questions $\vdash \neg q$ ? and $\vdash r$ ?

The answer to the first question is No, so the final answer is also: No.

Concerning rules (R1)-(R4) we have this lemma.

Lemma 3. (Soundness of rules (R1)-(R4)). Let $\mathcal{F}$ be any set of clauses. Suppose that we start with a sequent $\mathcal{F} \vdash \psi$, where $\psi$ is a literal or the symbol $\bot$. If using rules (R1)-(R4) we obtain the sequent $\vdash \top$ or the sequent $\vdash \bot$, then $\psi$ is / is not a logical consequence of set $\mathcal{F}$, respectively.

Proof follows immediately from the fact that rules (R1)-(R4) are based on logical equivalences (6)-(9).

Let now $\mathcal{F} \vdash \psi$ be any sequent. By $\text{Val}(\mathcal{F} \vdash \psi)$ we denote its truth value, defined by:

If $\psi$ is a logical consequence of set $\mathcal{F}$ then $\text{Val}(\mathcal{F} \vdash \psi)$ is true
otherwise $\text{Val}(\mathcal{F} \vdash \psi)$ is false.

According to this definition and to rules (R1)-(R4), i.e. to equivalences (6)-(9) we have the following equalities

(10) $\text{Val}(\vdash \top) = true$
$\text{Val}(\vdash \bot) = false$
$\text{Val}(\mathcal{F}, \bot \vdash \bot) = true$
$\text{Val}(\mathcal{F}, \top \vdash \psi) = \text{Val}(\mathcal{F} \vdash \psi)$
$\text{Val}(\mathcal{F}, \phi_1(p), \phi_2(p), \ldots \vdash p) = \text{Val}(\mathcal{F}, \phi_1(\bot), \phi_2(\bot), \ldots \vdash \bot)$
\( \text{Val}(\mathcal{F}, \phi_1(p), \phi_2(p), ... \vdash \neg p) = \text{Val}(\mathcal{F}, \phi_1(\top), \phi_2(\top), ... \vdash \bot) \)

(\(\phi_i(p)\) is any clause containing \(p\))

\( \text{Val}(\mathcal{F}, p_1 \lor ... \lor p_k \vdash \bot) \)

\( = \text{Val}(\mathcal{F} \vdash \neg p_1) \) and \( \ldots \) and \( \text{Val}(\mathcal{F} \vdash \neg p_k) \)

(where \(p_i\) is any literal, i.e. an atom or the negation of an atom)

Suppose that \(\mathcal{F}\) is a finite set. Then, in fact, these equalities define the function \(\text{Val}\) recursively on the number of all member of set \(\mathcal{F}\). Consequently, these equalities suggest how to calculate \(\text{Val}(\mathcal{F} \vdash \psi)\). In other words we have the following assertion:

(11) If \(\mathcal{F}\) is a finite set then one can effectively calculate \(\text{Val}(\vdash \psi)\), i.e. establish whether or not \(\psi\) is a logical consequence of set \(\mathcal{F}\).

Next we will prove the following basic theorem.

**Theorem 1. (Completeness)** Let \(\mathcal{F}\) be a set of some clauses and \(\psi\) a literal or the symbol \(\bot\). Then:

\(\psi\) is a logical consequence of set \(\mathcal{F}\) if and only if starting with \(\mathcal{F} \vdash \psi\) and applying rules \((R1)-(R4)\) a finite number of times one can obtain the sequent \(\vdash \top\).

**Proof.** The if - part follows immediately from Lemma 3. To prove the only if - part suppose now that \(\psi\) is a logical consequence of set \(\mathcal{F}\). Then \(\psi\) is a logical consequence of some finite subset \(\mathcal{A}\) of set \(\mathcal{F}\) (for: every formal proof is finite). Next, by (11) we conclude that starting with the sequent \(\mathcal{A} \vdash \psi\) and applying rules \((R1)-(R4)\) a finite number of times one can obtain the sequent \(\vdash \top\). Consequently, also starting with the sequent \(\mathcal{F} \vdash \psi\) and applying rules \((R1)-(R4)\) a finite number of times one can obtain the sequent \(\vdash \top\). The proof is complete.
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1. INTRODUCTION

We will give a survey of a number of propositional probabilistic logics. They are conservative extensions of the classical propositional logic that allow statements such as "if $\alpha$ holds with probability $s$, and $\beta$ follows from $\alpha$ with probability $t$, then the probability of $\beta$ is $r". This statement speaks about the probability of $\alpha$, and $\beta$, but in our approach the formula itself is true or false, and it does not have any numerical value as in fuzzy logic. We will describe the syntax and the semantics of the logics and present results about their finiteness, completeness, compactness, and decidability. In this paper we will consider only propositional logics, since the crucial questions about probabilistic logics already arise at that level. We note that a similar approach can also be applied in the first order case.

1This work was supported by the Serbian Ministry of Science and Technology, through the Mathematical Institute, Belgrade.
2. SYNTAX

In order to express statements about the probability of some event, the classical language is augmented by a probabilistic operator $P_{\geq s}$ for every $s$ from a presupposed set called the set of indices and denoted by $I$. The set $I$ is a subset of $[0,1]$.

Starting from the set of primitive propositions $\phi = \{p, q, r, \ldots \}$ and using classical operators and a probabilistic operator $P_{\geq s}$ for every $s \in I$, we make the set of all propositional probabilistic formulas. For example, $P_{\geq s} \alpha \land P_{\geq t} (\alpha \rightarrow \beta) \rightarrow P_{\geq r} \beta$ is a probabilistic formula.

The intuitive meaning of $P_{\geq s} \alpha$ is that the probability of $\alpha$ is greater or equal to $s$.

The other probabilistic operators $P_{< s}, P_{\leq s}, P_{> s}$, and $P_{= s}$ can be defined as $\neg P_{\leq s}$, $P_{\geq 1-s} \neg$, $\neg P_{\leq}$ and $P_{\geq s} \land P_{\leq s}$.

3. SEMANTICS

We use a possible-world approach to give semantics to probabilistic formulas. The probabilistic models are similar to the well-known Kripke models. The main difference is that our models use finite additive probabilistic measures to attach the truth-values to the formulas. This means that formula $P_{\geq s} \alpha$ is satisfied if the measure of the set of worlds that satisfy $\alpha$ is greater or equal to $s$. We assume the so-called measurable case, i.e. that to every formula in every model there corresponds a well-defined probability. The structures of the presented models depend on the corresponding logics, so we will give the precise definitions later on.

4. PROBABILISTIC LOGICS

Let us consider some combinations of the following parameters:

- the length of formulas,
- the set of indices,
- the iteration of probabilistic operators and
- the ranges of measures

that lead to a number of probabilistic logics.

In this paper we will use both finite formulas, and formulas with countable conjunction and disjunction. The set of indices $I = \{s : P_{\geq s} \text{ is an operator } \}$ can be: a finite subset of $[0,1]$, the set of rational numbers from $[0,1]$, or the whole set of real numbers from $[0,1]$. Obviously, different
choices of these parameters produce different levels of expressiveness of the resulting logics.

We do allow (or we do not allow) the iteration of probabilistic operators, so the formula $P_{\geq s} P_{\geq r} \alpha$ is (is not) a formula of the logical language. In the latter case we have a simpler decision procedure, while in the former we can speak about higher order probabilities.

When the models are considered, we distinguish two basic cases: in the first one we allow only probabilistic measures with finite ranges, while in the second one arbitrary probabilistic measures are permitted. The choice of this parameter implies an interesting result: compactness holds only for probabilistic logics whose models have a fixed finite range of measures. This means that in the general case the logics do not have any extended complete finite axiomatization. This is not surprising, because it is well known that compactness trivially follows from the extended completeness and finiteness of proofs. We can only obtain the finiteness property as a consequence of the Archimedean axiom for real numbers when we use a fixed finite range of measures. So, some of our logics are essentially infinite. We use in these logics ordinary finite formulas, while proofs can be infinite.

5. PROBABILISTIC LOGICS WITHOUT THE ITERATION OF PROBABILISTIC OPERATORS

In this section we present probabilistic logics whose languages do not allow the iteration of probabilistic operators, or the mixing of classical and probabilistic formulas. These logics possess similar semantics and axiomatizations.

5.1. The logic $LPP_{S,S}$

In the simplest logic $LPP_{S,S}$ ($L$ means logic, the first $P$ - propositional, and the second one - probabilistic, the first $S$ corresponds to the set of indices, while the second one corresponds to ranges of measures) we use only finite formulas and consider a fixed, finite set $S = \{0 = s_1, s_2, \ldots, s_n = 1\}$, a subset of $[0, 1]$, while the set $I$ of indices and ranges of measure are equal to $S$. Also, we do not allow the iteration of probabilistic operators, or the mixing of pure classical propositional formulas and formulas that contain probabilistic operators. For example, if $\alpha$ is a classical propositional formula, then $\alpha \lor P_{\geq s}(\beta)$ is not a propositional formula. $LPP_{S,S}$ is fully described in [3] and [4].

Let (in this section) $\alpha$, $\beta$ and $\gamma$ denote a classical propositional formula, while $A$ and $B$ denote probabilistic formulas.
The models for $LPP_{S, S}$ are tuples
\[ M = (W, \pi, \{[\alpha]_W\}, \mu) \]
where $W$ is a set of worlds, $\pi$ is a propositional valuation, $[\alpha]_W$ is the set of worlds that classically satisfy the classical propositional formula $\alpha$, $\{[\alpha]_W\}$ is an algebra of subsets of $W$, and $\mu$ is a finite additive probabilistic measure with finite range $S$ defined over $\{[\alpha]_W\}$.

As can be seen, there is only one measure in each of the models. It follows that satisfiability is a property of the whole model, and not of worlds in the models.

Let $M$ be a probabilistic model of the class described above. The following properties hold for the satisfaction relation $\models$:
- $M \models \alpha$ iff $(\forall w \in W) w \models \alpha$,
- $M \models \alpha \rightarrow \beta$ iff $\mu([\alpha]_W) \geq s$,
- $M \models \neg B$ iff it is not $M \models B$ and
- $M \models A \land B$ iff $M \models A$ and $M \models B$.

A complete axiom system for $LPP_{S, S}$ include the following eight axioms:
A1. $\alpha \rightarrow (\beta \rightarrow \alpha)$
A2. $(\alpha \rightarrow (\beta \rightarrow \gamma)) \rightarrow ((\alpha \rightarrow \beta) \rightarrow (\alpha \rightarrow \gamma))$
A3. $(\neg \beta \rightarrow \neg \alpha) \rightarrow (\alpha \rightarrow \beta)$
A4. $P_{\geq s} \alpha$
A5. $P_{\geq s} \alpha \rightarrow P_{\geq r} \alpha$, $s > r$
A6. $(P_{\geq s} \alpha \land P_{\geq r} \beta \land \mu \geq 1(\neg \alpha \lor \neg \beta)) \rightarrow P_{\min(i, s, r)}(\alpha \lor \beta)$
A7. $(P_{\leq s} \alpha \land P_{\leq r} \beta) \rightarrow P_{\min(i, s, r)}(\alpha \lor \beta)$
A8. $P_{\geq s} \alpha \rightarrow P_{\geq r} \alpha$

and two rules of inference ($\vdash$ denotes provability):
R1. From $\vdash A$ and $\vdash A \rightarrow B$ infer $\vdash B$.
R2. From $\vdash \alpha$ infer $\vdash P_1 \alpha$.

The first three axioms with the modus ponens form an axiomatization of the classical propositional logic. The other axioms are about probabilistic reasoning: A4 is about the nonnegativity of probabilistic measure, A5 is about the monotonicity of probabilistic measure, A6 and A7 are about finite additivity and A8 concerns the finite range of measures. The R2 rule is so-called probabilistic generalization.

The extended completeness, compactness and decidability theorems hold for $LPP_{S, S}$. In the proof of the extended completeness theorem we construct a maximal extension $F$ of a consistent set $G$ of formulas in the following way: let $\overline{G}$ be the set of all propositional consequences of $G$, let $A_1, A_2, \ldots$ be an enumeration of all probabilistic formulas, and $F_0 = G \cup \overline{G} \cup \{P_{\geq 1} \alpha : \alpha \in G\}$. Then $F_i = F_{i-1} \cup \{\alpha_i\}$, if $F_{i-1} \cup \{\alpha_i\}$ is consistent, otherwise $F_i = F_{i-1}$,
and finally, $F = \cup_i F_i$. Now, we define worlds of the canonical model to
be classical propositional interpretations that satisfy all classical formulas
from $F$, and the measure $\mu$ so that $\mu([\alpha]) = \max\{s : P_{\geq s}\alpha \in F\}$. The
axioms guarantee that we obtain a probabilistic model that satisfies $G$.
Since we use a finite axiomatization, compactness is an easy consequence of
the extended completeness. Decidability follows from the fact that $LPP_{S,S}$
possesses the final model property (every logic mentioned in this paper
possesses this property) and that measures have a fixed finite range. So, we
have to examine only a finite number of finite models to check whether a
formula is satisfiable.

5.2. The logic $LPP_{[0,1],S}$

As a generalization of $LPP_{S,S}$ we can consider the logic denoted $LPP_{[0,1],S}$
in which the set $I$ of indices is allowed to be the whole set of $[0,1]$. On the
other hand, the corresponding models are as above, and the ranges of their
measures remain equal to $S$. Now, there are uncountable many formulas.
But, by adding the following axioms to the axiom system for $LPP_{S,S}$:

\begin{align*}
A9. & P_{\leq s}\alpha \rightarrow P_{\leq s}\alpha \\
A10. & P_{\geq s}\alpha \rightarrow P_{\geq r}\alpha, s > r
\end{align*}

we can prove the same theorems as above. The main difference in the
proofs is that in the extended completeness proof we first define a fragment
as a suitable countable subset of the set of all formulas, and then use only
formulas from the fragment in the construction of the maximal consistent
set.

Note that we cannot perform the opposite. Namely, we cannot describe
the models whose ranges of measures are $[0,1]$ using a set of formulas that
contain probabilistic operators whose indices belong only to the finite subset
of $[0,1]$. 

5.3. The logic $LPP_{[0,1],[0,1]}$

If we allow that the set $I$ of indices and ranges of measures are $[0,1]$, we have
a quite different situation: the compactness does not hold. For example,
although every finite subset of the following set of formulas

$$F = \{\neg P_{=0}\alpha\} \cup \{P_{<1/n}\alpha : n = 1, 2, \ldots\}$$

is satisfiable, the set $F$ itself is not satisfiable.

To achieve an extended complete axiomatization of $LPP_{[0,1],[0,1]}$ we have
to avoid the finiteness of the previous logics. We add the following rule:
R3. From \( \vdash B \rightarrow P_{\geq n} \alpha \), for every positive integer, infer \( \vdash B \rightarrow P_{\geq s} \alpha \) to the axiom system for \( LPP_{[0,1]} \). Also, we exclude axiom A8, because it is easy to see that it is not valid with respect to the considered class of models. In the proof of the extended compactness theorem we use a fragment as above, while in the construction of an maximal consistent extension of a consistent set of formulas there is also the following rule: if \( A_i = B \rightarrow P_{\geq s} \alpha \), and if \( F_i = F_{i-1} \cup \{ A_i \} \) is not consistent, then \( F_i = F_{i-1} \cup \{ B \rightarrow \neg P_{\geq s-1/n} \alpha \} \), for some \( n \). And this is enough to prove the theorem.

Although \( LPP_{[0,1],[0,1]} \) possesses the finite model property, this does not mean that we have to consider only a finite number of models in the satisfiability checking procedure, as can be done for \( LPP_{S,S} \) and \( LPP_{[0,1],[0,1]} \). The cause is that ranges of measures are not fixed and finite. Nevertheless, \( LPP_{[0,1],[0,1]} \) is decidable.

Let \( p_1, \ldots, p_n \) be all the primitive propositions in a formula \( A \) and let an atom be \( At = \pm p_1 \land \ldots \land \pm p_n \), where where \( \pm p \) denotes either \( p \) or \( \neg p \). By the propositional reasoning, we transform a formula \( A \) into its disjunctive normal form \( DNF(A) \). \( A \) is satisfiable if and only if at least one of the members of \( DNF(A) \) is satisfiable. These members look like \( D_i = \pm P_{\geq s_j} \alpha_1 \land \ldots \land \pm P_{\geq \alpha_m} \alpha_n \). We now translate every member of \( DNF(A) \) into a system of linear equalities and inequalities. Every system contains the following equalities:

\[
\sum_{At} \mu(At) = 1 \\
\mu(At) \geq 0
\]

as well as a linear inequality for every member \( \pm P_{\geq s_j} \alpha_j \) of \( D_i \):

\[
\sum_{At \in DNF(\alpha_j)} \mu(At) \rho s
\]

where \( \rho \) denotes \( < \) if \( \pm \) means \( \neg \), and \( \geq \) otherwise. So, we reduce the satisfiability checking problem to a decidable linear system solving problem.

6. THE LOGIC \( LPP_{[0,1],[0,1]} \)

Let us consider a class of probabilistic models that satisfy the constraint: there is a real number \( c \) from \( (0,1) \) such that for every model \( M \), its measure \( \mu \), and for every formula \( \alpha \) if \( \mu([\alpha\omega]) > 0 \), then \( \mu([\alpha\omega]) > c \). Using a lemma from the measure theory, we can show that every model in the class has a measure with a finite range. Again, compactness does not hold: an example is the set \( F = \{ P_{>c}(\alpha) \land P_{<c+1/n}(\alpha) \} \). We obtain a complete axiomatization by adding

\[ A11. P_{>0}(\alpha) \rightarrow P_{>c}(\alpha) \]

to the axiom system of \( LPP_{[0,1],[0,1]} \). The decidability of the logic can be proved using the same arguments as above.
6.1. The logic $LPP_{A,\omega_1,Fin}$

The last logic in this section concerns the class of all probabilistic models whose measures have finite ranges. Let $A$ be a countable admissible set that contains $\omega$ and the propositional probabilistic language. In $LPP_{A,\omega_1,Fin}$ the conjunction symbol and the disjunction symbol may be applied to finite or countable sets of formulas. We extend the axiom system for $LPP_{[0,1],[0,1]}$ with the axioms of the propositional part of the $L_{A,P_1,P_2}$ logic [2], as well as with a generalization of the axiom A11:

A12. $\forall c > 0 \land_{\alpha \in F} (P_{>0} \alpha \rightarrow P_{>c} \alpha)$

where $F \in A$. Hence, in this logic we have both infinite formulas and proofs. The completeness now follows from the above explanation and the middle model construction procedure [2].

7. PROBABILITY LOGICS WITH THE ITERATION OF PROBABILISTIC OPERATORS

Let us shortly consider the class of models with the following structure:

$M = (W, \pi, Prob)$

where $W$ is a set of worlds, and $\pi$ is a classical valuation as above. $Prob$ is a function which assigns to every world $w \in W$ a probability space $(W(w), V(u), \mu(u))$, where $W(u) \subseteq W$, $V(u)$ is an algebra of subsets of $W(u)$ and $\mu(u)$ is a finite additive measure over $V(u)$. To describe such models we allow formulas with the iteration of probabilistic operators. So, $\beta \rightarrow P_{>s} P_{>\tau} \alpha$ is a formula of our language. The main semantical consequence of the above choice is that the satisfaction relation $\models$ is a relation between worlds and formulas:

$w \models P_{>s} \alpha$ iff $\mu(w)([\alpha]_{W(u)}) \geq s$

Now, we can combine the other parameters from Section 4, and produce the corresponding logics. The new logics, and the logics from Section 5, possess similar properties. For more details see [1] where a logic that is an extension of $LPP_{S,S}$ is described.

8. SOME APPLICATION OF PROBABILITY LOGICS

Reasoning about uncertainty is required by many artificial intelligence applications (expert systems, decision making systems, fault tree analysis, ...). Very often data and rules used in deduction are not known with certainty. Since classical logic is useful when the knowledge is crisp, it is desirable to have a logic that enables direct reasoning about uncertainty.
Using the described probabilistic logics we can deduce whether some conclusions follow from premises. Similarly, we can examine the probability that conclusions follow from suppositions, or we can look for the most probable event in a set. Probabilistic logics are also applicable in situations where it is difficult to attach precise probabilities to events, but it is possible to give upper and lower bounds for probabilities, or, at least, it is possible to compare (unknown) probabilities of events.
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Let \((R, =, \neq, +, \cdot)\) be a commutative ring with an identity where the diversity relation \(\neq\) is an apartness in the sense of books [1], [3], [8], [9] and papers [2], [4], [5]. A subset \(S\) of \(R\) is a coideal ([4], [5], [8], [9]) of \(R\) if and only if

\[
\begin{align*}
\alpha &\# S, \\
-x \in S &\Rightarrow x \in S, \\
x + y \in S &\Rightarrow x \in S \vee y \in S, \\
x y \in S &\Rightarrow x \in S \land y \in S.
\end{align*}
\]

The coideals of a commutative ring with apartness were first defined and studied by W. Ruitenburg 1982 ([8]). After that, coideals (anti-ideals) were
studied by A. S. Troelstra and D. van Dalen in their monograph [9]. The author proved in his paper [4] that if $S$ is a coideal of ring $R$, then the relation $q$ on $R$, defined by $(x, y) \in q$ if $x - y \in S$, satisfies the following properties:

1. $(\forall x \in R)((x, x) \notin q)$
2. $(\forall x, y \in R)((x, y) \in q \Rightarrow (y, x) \in q)$
3. $(\forall x, z \in R)((x, z) \in q \Rightarrow (\forall y \in R)((x, y) \in q \lor (y, z) \in q))$
4. $(\forall x, y, u, v \in R)((x + u, y + v) \in q \Rightarrow (x, y) \in q \lor (u, v) \in q)$
5. $(\forall x, y, u, v \in S)((xu, yv) \in q \Rightarrow (x, y) \in q \lor (u, v) \in q)$

A relation $q$ on $R$, which satisfies properties (1)-(5), is called cocongruence on $R$ ([4],[5]). A relation $q$ on a set $(R, =, \neq)$, which satisfies properties (1)-(3), i.e. which is a consistent, symmetric and cotransitive relation on $R$ is called a coequality relation on $R$ ([2]). If $q$ is a cocongruence on ring $R$ then the set $S = \{ x \in R \mid (x, 0) \in q \}$ is a coideal of $R$ ([4]). Let $J$ be an ideal and $S$ be a coideal of ring $R$. Ruitenburg, in his dissertation ([8], page 33) first stated the requirement that $J \subseteq \neg S$. This condition is equivalent with the following condition:

$$(\forall x, y \in R)(x \in J \land y \in S \Rightarrow x + y \in S).$$

In this case we say that $J$ and $S$ are compatible. W. Ruitenburg [8] first raised the question about the existence of a coideal $S$ compatible with a given ideal $J$ and the question about the existence of an ideal $J$ compatible with a given coideal $S$. If $e$ is a congruence on $R$, which is determined by $S$, then $J$ and $S$ are compatible if and only if:

$$(\forall x, y, z \in R)((x, y) \in e \land (y, z) \in q \Rightarrow (x, z) \in q).$$

In the general case, if $e$ is an equivalence and if $q$ is coequivalence on a set $(R, =, \neq)$ we say that they are compatible if and only if they satisfy the condition (6). So, we have the following questions:

(i) If $S$ is a coideal of $R$, is there an ideal $J$ of $R$ compatible with $S$?
(ii) If $J$ is an ideal of $R$ is there a coideal $S$ of $R$ compatible with $J$?

In this paper we shall answer these questions by citing some previous results. Most of these results are obtained by author. For other considerations on the notions and notations of constructive mathematics we refer to books [1], [3], [8], [9] and on the constructive commutative ring theory we refer to books [3], [8], [9] and papers [2], [4], [5], [6], [7].
In the further course of this work we need the following result which answers the first question. Let $Y$ be a subset of $R$. By $x \# y$ we denote $(\forall y \in Y)(x \neq y)$ and by $\overline{Y}$ we denote the set $\{x \in R \mid x \# Y\}$. The following result answers the question about the existence of an ideal of $R$ compatible with the given coideal $S$ of $R$.

**Theorem 1.** ([5], Proposition 3.5) Let $S$ be a coideal of ring $R$. Then, $\overline{S}$ is an ideal of $R$ compatible with $S$.

To answer the main question about the existence of a coideal $S$ compatible with given ideal $I$ we need the following notion. Let $a$ and $b$ be relations on a set $(R, =, \neq)$. By $b \ast a$ we denote the filled product of relation $a$ and relation $b$ defined by

$$b \ast a = \{(x, z) \in R \times R \mid (\forall y \in R)((x, y) \in a \lor (y, z) \in b)\}.$$  

The filled product is associative and $(b \ast a)^{-1} = a^{-1} \ast b^{-1}$. For $n \geq 2$, $n \ast a$ means $a \ast a \ast \cdots \ast a$ ($n$ factors). Put $1 \ast a = a$. The next theorem gives a very important construction.

**Theorem 2.** Let $a$ be a relation on a set $(R, =, \neq)$. Then the relation $c(a) = \bigcap_{n \in \mathbb{N}} n \ast a$ is a cotransitive relation on $R$.

**Proof.** For cotransitivity we need to prove that

$$(x, z) \in c(a) \Rightarrow (\forall y \in R)((x, y) \in c(a) \lor (y, z) \in c(a)),$$

i.e. we need to prove that

$$(x, z) \in c(a) \Rightarrow (\forall y \in R)((\forall i \in \mathbb{N})(x, y) \in i \ast a) \lor ((\forall j \in \mathbb{N})(y, z) \in j \ast a).$$

First, we have

$$(x, z) \in c(a) \Rightarrow (x, z) \in 2 \ast a = a \ast a$$

$$\Rightarrow (\forall y \in R)((x, y) \in a \lor (y, z) \in a).$$

Second, for $n \geq 2$, suppose that

$$(x, z) \in c(a) \Rightarrow (x, z) \in 2^n \ast a = n \ast a$$

$$\Leftrightarrow (\forall y \in R)((x, y) \in n \ast a \lor (y, z) \in n \ast a).$$

Thus, we have

$$(x, z) \in c(a) \Rightarrow (x, z) \in 2^{n+1} \ast a = n+1 \ast a$$

$$\Leftrightarrow (\forall y \in R)((x, y) \in n+1 \ast a \lor (y, z) \in n+1 \ast a).$$
Therefore, for each natural number \( n \), we have
\[
(x, z) \in c(a) \Rightarrow (\forall y \in R)((\forall i \leq n)( (x, y) \in i^a) \lor (\forall j \leq n)( (y, z) \in j^a)).
\]
Finally it means
\[
(x, z) \in c(a) \Rightarrow (\forall y \in R)((x, y) \in c(a)) \lor (y, z) \in c(a)).
\]

If \( a \) is relation on \( R \), then the relation \( c(a) \) is called cotransitive closure of \( a \). For this notions we have the following result:

**Corollary 2.1.** ([6]) Let \( e \) be an equivalence on a set \( (R, =, \neq) \). Then the cotransitive closure \( c(e) \) is a coequality relation on \( R \) compatible with \( e \).

The following theorem gives a construction of cocongruence on the ring \( (R, =, \neq, +, \cdot) \) on the basis of the given coequality relation on \( R \).

**Theorem 3.** Let \( q \) be the coequality relation on ring \( R \). Then the relation
\[
q^* = \{(x, y) \in R^2 \mid (\exists s, t \in R)(xt + s, yt + s) \in q\}
\]
is a cocongruence on \( R \).

**Proof.**

\[(i) (u, v) \in q^* \Leftrightarrow (\exists s, t \in R)((ut + s, vt + s) \in q) \Leftrightarrow (\exists s, t \in R)((\forall x \in R)(\exists s, t \in R)((ut + s, vt + s) \neq (xt + s, xy + s)) \Leftrightarrow (\exists s, t \in R)(\forall x \in R)(ut + s \neq xt + s \lor vt + s \neq xt + s) \Rightarrow (\forall x \in R)(u \neq x \lor v \neq x) \Rightarrow (\forall x \in R)((x, x) \notin q);\]
\[(ii) (u, v) \in q^* \Leftrightarrow (\exists s, t \in R)((ut + s, vt + s) \in q) \Leftrightarrow (\exists s, t \in R)((vt + s, vt + s) \in q) \Rightarrow (v, u) \in q;\]
\[(iii) (u, w) \in q^* \Leftrightarrow (\exists s, t \in R)((ut + s, wt + s) \in q) \Rightarrow (\exists s, t \in R)(\forall v \in R)((ut + s, vt + s) \in q \lor (vt + s, wt + s) \in q) \Rightarrow (\forall v \in R)((u, v) \in q^* \lor (v, w) \in q^*);\]
\[(iv) (u + x, v + y) \in q^* \Leftrightarrow (\exists s, t \in R)((u + x)t + s, (v + y)t + s) \in q) \Rightarrow (\exists xt + s, t \in R)((ut + xt + s, vt + xt + s) \in q)\]
\[ \forall (\exists s + vt, t \in R)((vt + xt + s, vt + yt + s) \in q) \]
\[ \Rightarrow (u, v) \in q^* \land (x, y) \in q^*; \]
\[ (v)(ux, vy) \in q^* \Leftrightarrow (\exists s, t \in R)((uxt + s, vyt + s) \in q) \]
\[ \Rightarrow (\exists s, t \in R)((uxt + s, uyt + s) \in q) \]
\[ \forall (uyt + s, vyt + s) \in q) \]
\[ \Rightarrow (\exists s, ut \in R)((x(ut) + s, y(ut) + s) \in q) \land \]
\[ (\exists s, yt \in R)(u(yt) + s, v(yt) + s) \in q); \]
\[ \Rightarrow (x, y) \in q^* \lor (u, v) \in q^*. \]

**Corollary 3.1.** ([7]) Let \( J \) be an ideal of ring \( R \). Then there is coideal \( S(J) \) compatible with \( J \).

**Proof.** Let \( J \) be an ideal of ring \( R \). Then \( e = \{(x, y) \in R^2 \mid x - y \in J \} \) is a congruence on \( R \). Thus, by Corollary 2.1, the relation \( q = c(e) \) is a coequality relation on ring \( R \), and, by Theorem 3, the relation \( q^* \) is a cocongruence on \( R \). By one of the theorems of paper [4], the set \( S(J) = \{x \in R \mid (x, o) \in q^* \} \) is a coideal of \( R \). Further, we have

\[ x \in J \land y \in S \Rightarrow x \in J \land y + x - x \in S \]
\[ \Leftrightarrow x \in J \land (y + x \in S \lor -x \in S) \]
\[ \Rightarrow (-x \in J \land -x \in S) \lor y + x \in S \]
\[ \Leftrightarrow ((-x, o) \in e \land (-x, o) \in q^*) \lor y + x \in S \]
\[ \Rightarrow (\exists t, s \in R)((-xt + s, s) \in e \land (-xt + s, s) \in q) \lor y + x \in S \]
\[ \Rightarrow (\exists t, s \in R)((-xt + s, s) \in e \land (-xt + s, s) \in \overline{e}) \lor y + x \in S \]
\[ \Rightarrow (\exists t, s \in R)((-xt + s, s) \in e \cap \overline{e} = \emptyset) \lor y + x \in S \]
\[ \Leftrightarrow y + x \in S. \]

We can now formulate two questions about the connections between ideals and coideals.

**Question 1.** Let \( Q \) be a coideal of a commutative ring \( R \). We can construct, by Theorem 1, the ideal \( \overline{Q} \) compatible with \( J \), and we can construct, by Corollary 3.1, the coideal \( S(\overline{Q}) \) compatible with \( \overline{Q} \). What kind of connection exists between coideal \( Q \) and \( S(\overline{Q}) \)?

**Question 2.** Let \( J \) be an ideal of a commutative ring \( R \). We can construct, by Corollary 3.1, the coideal \( S(J) \) of \( R \) compatible with \( J \), and we can construct, by Theorem 1, the ideal \( \overline{S(J)} \) of \( R \) compatible with \( S(J) \). What kind of connection exists between ideal \( J \) and \( \overline{S(J)} \)?
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Abstract. For a class of power series with coefficients which contain factorials, the domain of p-adic convergence and the summation formula are derived. The problem of rational points is studied in detail. The so-called adelic summation of divergent counterparts in the real case is also considered.
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1. INTRODUCTION

Prof. Djuro Kurepa was a mathematician with wide interests in mathematics, and not only in mathematics; among the many problems he was interested in p-adic spaces [12]. This paper on p-adic series is devoted with respect to his scientific personality and to him as a great Serbian mathematician.

P-adic numbers were introduced in mathematics about one hundred years ago by K. Hensel. In modern mathematics, p-adic analysis (for an excellent exposition see [13]) is a rapidly developing subject. Different aspects of p-adic numbers and analysis have been employed in many fields of mathematics, e. g. in number theory and the arithmetic theory of algebraic groups. Since 1987, there has been significant activity in the application of p-adic mathematics in various parts of theoretical and mathematical physics (for a review, see e.g.[2], [11], [14], and for new achievements see [10]).

According to the Ostrowski theorem any non-trivial norm on the field of rational numbers Q is equivalent to the usual absolute value or to some p-adic norm. By definition, the p-adic norm of a rational number \( 0 \neq x = p^\nu r/s \) (where integers \( r \) and \( s \) are not divisible by given prime number \( p \)) is
$|x|_p = p^{-\nu}$, and $|0|_p = 0$. This norm is a mapping from $Q$ into non-negative real numbers and has the following properties:

(i) $|x|_p \geq 0$, $|x|_p = 0$ if and only if $x = 0$,

(ii) $|xy|_p = |x|_p |y|_p$,

(iii) $|x + y|_p \leq \max (|x|_p, |y|_p) \leq |x|_p + |y|_p$, for all $x, y \in Q$.

Because of the strong triangle inequality $|x + y|_p \leq \max (|x|_p, |y|_p)$ it is called non-archimedean (or ultrametric) norm (valuation).

It is well known that the field of real numbers $R$ can be obtained by completion of $R$ with respect to the absolute value. The field of $p$-adic numbers $Q_p$ may be regarded as a completion of $Q$ with respect to the $p$-adic norm. Note that for each prime number $p$ there is one $Q_p$. $Q_p$ is neither isomorphic to $R$ nor $Q_q$, where $q$ is a prime distinct of $p$. Any $x \in Q_p$ has the expansion

$$x = \sum_{n=k}^{+\infty} a_np^n, \quad a_n \in \{0, 1, \ldots, p-1\}, \quad k \in \mathbb{Z}$$

which is convergent with respect to the $p$-adic norm, and it is in an opposite direction to that one of the real case.

Many concepts of $p$-adic analysis are introduced in analogy to classical (real) analysis, but convergence is treated with respect to the $p$-adic norm. One of the basic objects which we often encounter in pure $p$-adic analysis as well as in its applications to physics, is the infinite power series.

My interest in $p$-adic series was initiated in 1987 [1] by the observation that divergent perturbative series which we usually deal with in theoretical physics, are $p$-adic convergent. In fact, such power series have the form

$$\sum_{n=0}^{\infty} A_n x^n, \quad A_n \in Q,$$

and may be treated in $R$ ($x \in R$) as well as in any $Q_p$ ($x \in Q_p$). Loosely speaking, the less convergence there is in the real case, the more convergence there is in the $p$-adic one, and vice versa.

This series property (2) that it may be divergent in $R$ and convergent in all $Q_p$ (for all but a finite number of $p$), leads to a question regarding to possible connection between convergence in some $p$-adic number fields and the summation of the series divergent counterpart in $R$. An answer can be found within $Q$, because $Q$ is a subfield of $R$ and $Q_p$ for all $p$. Namely, the sum of the divergent series depends on the way of summation. When a series is $p$-adic convergent and has a definite rational sum for all or almost all $Q_p$, then it seems natural to attach this rational sum to the divergent.
counterpart in \( R \). This method of summation of divergent series is called adelic summation [3].

The power series which we usually encounter have only a trivial rational sum i.e. there exists a rational sum only for the argument \( x = 0 \). However, one can find power series (2) which are \( p \)-adic convergent and have (usually one) non-trivial rational point. Such series contain factorials in the coefficients and they are similar to divergent perturbative expansions in quantum field theory and string theory. Since in such cases \( x \) plays the role of a coupling constant, the rational value (which gives a rational sum) could be taken as its physical value.

In this article we mainly consider summation in the rational points of the series

\[
\sum_{n=0}^{\infty} \varepsilon^n (\alpha n + \beta)! P_k(n) x^{\mu n + \nu} \tag{3}
\]

from the \( p \)-adic point of view.

Some other aspects of \( p \)-adic series and their possible connection with the real case can be found in the author’s papers [3]-[9].

2. CONVERGENCE

Power series (2) is \( p \)-adic convergent for some \( x \in Q_p \) if and only if [13]

\[
| A_n x^n |_p \to 0 \text{ as } n \to \infty. \tag{4}
\]

Unlike the real case, (4) is not only a necessary but also a sufficient condition, and this is a direct consequence of the strong triangle inequality of the \( p \)-adic norm.

To find the domain of convergence of (3) we shall need an equation of the form

\[
| m! |_p = p^{-\frac{m-S_m}{p-1}}, \tag{5}
\]

where \( S_m \) is the sum of the digits in the canonical expansion of positive integer \( m \) over \( p \). For example, if \( m = m_0 + m_1 p + \cdots + m_r p^r \) then \( S_m = \sum_{i=0}^{r} m_i \). In (5) the exponent \( (m - S_m)/(p - 1) \) is the number of factors \( p \) in \( m! \). For a derivation see [13].

Let

\[
P_k(n) = C_k n^k + \cdots + C_1 n + C_0 \tag{6}
\]

be a polynomial of degree \( k \) over \( n \) with the coefficients \( C_k, \cdots, C_0 \in Q \).
Theorem 1. The power series

\[ \sum_{n=0}^{\infty} \varepsilon^n (\alpha n + \beta)! P_k(n) x^{\mu n + \nu}, \; \varepsilon = \pm 1, \]

where \( \alpha, \mu \in \mathbb{N}, \beta, \nu \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}, \) and \( P_k(n) \) is a polynomial (6), has the domain of \( p \)-adic convergence given by

\[ |x|_p < p^{(\alpha - 1)\mu}. \]

Proof. The \( p \)-adic norm of the general term of (7) is

\[ |(\alpha n + \beta)!|_p P_k(n) |_p x^{\mu n + \nu}, \]

where \( |P_k(n)|_p \leq \max_{0 \leq i \leq k} |C_i|_p. \) According to (5) one has

\[ p^{-\frac{\alpha n + \beta - s_{\alpha n + \beta}}{p-1}} |P_k(n)|_p |x|_p^{\mu n + \nu}, \]

which for a large enough \( n \) behaves like

\[ \left(p^{-\frac{\alpha}{(p-1)p}} |x|_p \right)^{\mu n}. \]

Expression (10) tends to zero as \( n \to \infty \) if and only if \( |x|_p \) satisfies (8).

From (8) it follows that the region of convergence of (7) depends on parameters \( \alpha \) and \( \mu \), but it cannot be smaller than

\[ |x|_p \leq 1. \]

Recall that

\[ |k|_p \leq 1, \]

where \( k \) is an integer. Hence, the series (7) is \( p \)-adic convergent for any \( x \in \mathbb{Z} \) and it holds in \( \mathbb{Q}_p \) for every \( p \). There are also possibilities for (7) to be convergent for some \( x \in \mathbb{Q}\backslash\mathbb{Z} \) if \( \alpha \geq 2. \)

3. SUMMATION

We want to give a formula which is suitable for summation of the series (7) for all cases which allow rational sums.

Let us denote \((m + 1)_{\alpha} = (m + 1) \cdots (m + \alpha)\) and let \( A_\alpha(n) \) be a polynomial of the form (6).
Theorem 2. The summation formula
\[
\sum_{n=0}^{\infty} \varepsilon^{n}(\alpha n + \beta)!\{(\alpha n + \beta + 1)_{\alpha}A_{\eta}(n + 1)x^{\mu} - \varepsilon A_{\eta}(n)\}x^{\mu n + \nu} = \\
-\varepsilon\beta!A_{\eta}(0)x^{\nu}
\]
holds under those conditions which make the series (7) convergent.

Proof. The left-hand side of (13) may be rewritten in the form
\[
\sum_{n=1}^{\infty} \varepsilon^{n+1}(\alpha n + \beta)!A_{\eta}(n)x^{\mu n + \nu} - \sum_{n=0}^{\infty} \varepsilon^{n+1}(\alpha n + \beta)!A_{\eta}(n)x^{\mu n + \nu}
\]
which after mutual cancelation of terms for \( n \geq 1 \) gives
\[
-\varepsilon\beta!A_{\eta}(0)x^{\nu}.
\]

Although Eq. (13) is based on a rather trivial structure it gives highly non-trivial results.

Note that one can take any \( x \) which belongs to the domain of convergence (8) and put it into formula (13). In such case one gets a series of the form (7) with the corresponding sum. If \( x \in Q \) and satisfies (8) then the sum of that series is the rational number (14). The summation formula (13) does not depend on the number field \( Q_p \) and for \( x \in Q \) from the domain of convergence yields the same sum (14) valid in all \( Q_p \).

Proposition 1. The series (7) has a rational sum for some \( x \in Q \) which satisfies (8), if there exists an auxiliary polynomial \( A_{\eta}(n) \) such that
\[
P_k(n) = (\alpha n + \beta + 1)_{\alpha}A_{\eta}(n + 1)x^{\mu} - \varepsilon A_{\eta}(n),
\]
where \( \eta = k - \alpha \).

Proof. Let there exists a polynomial \( A_{\eta}(n) = a_{\eta}n^{\eta} + \cdots + a_1n + a_0 \), where \( a_{\eta}, \cdots a_0 \in Q \), which satisfies (15). Then according to the summation formula (13) the rational sum of (7) does exist and the sum is given by (14).

Proposition 2. For a given \( x \in Q \) also belonging to the domain of convergence one can always find one polynomial \( P_0(n) \), and countably many of them if \( k > \alpha \), such that the series (7) has a sum which is a rational number.
Proof. According to (15) for $\eta = 0$ one obtains $P_\eta(x) = (\alpha n + \beta + 1) x^\mu - \varepsilon$ as the polynomial of the lowest degree. If $\eta \geq 1$ then the polynomial $P_k(n) = P_{\alpha+\eta}(n)$ and it is determined by the coefficients of $A_\eta(n)$.

All possible polynomials $A_\eta(n)$ generate all polynomials $P_k(n)$, $k = \alpha + \eta \geq \alpha$, which yield the rational summation of (7). The problem of finding all possible $P_k(n)$, which are related to rational sums for some $x_0 \in Q$ may be reduced to

$$
\sum_{n=0}^{\infty} \varepsilon^n (\alpha n + \beta)! (n^\mu + u_k) x_0^{\mu n + \nu} = v_k,
$$

where

$$
(\alpha n + \beta + 1) \alpha A_\eta(n + 1) x_0^\mu - \varepsilon A_\eta(n) = n^\mu + u_k,
$$

(18)
$$
-\varepsilon \beta! A_\eta(0) x_0^\nu = v_k.
$$

Then the general form of desired $P_k(n)$ is

$$
P_k(n) = C_k n^k + \cdots + C_\alpha n^\alpha + \sum_{i=\alpha}^{k} C_i u_i.
$$

Now we can write the subclass of (7) which has a rational sum for some $x_0 \in Q$ from the common $p$-adic domain of convergence, i.e.

$$
\sum_{n=0}^{\infty} \varepsilon^n (\alpha n + \beta)! \left[ \sum_{i=\alpha}^{k} C_i n^i + \sum_{i=\alpha}^{k} C_i u_i \right] x_0^{\mu n + \nu},
$$

where $u_i$ are defined by (17) and $C_\alpha, \cdots, C_k \in Q$. When we put $x = x_0$ then (20) has the rational sum

$$
\sum_{i=\alpha}^{k} C_i v_i = -\varepsilon \beta! x_0^\nu \sum_{\eta=0}^{k-\alpha} A_\eta(0).
$$

To illustrate the above general consideration we shall give two simple examples, where the polynomial $P_k(n)$ is in the reduced form.

Example 1. ($\alpha = x = 1$, $\beta \in N_0$, $A_0(n) = 1$).

(22) $\sum_{n=0}^{\infty} \varepsilon^n (n + \beta)! (n + \beta - \varepsilon + 1) = -\varepsilon \beta!$.

Example 2. ($\alpha = x = 1$, $\beta \in N_0$, $A_1(n) = n + a_0$).

(23) $\sum_{n=0}^{\infty} \varepsilon^n (n + \beta)! \left[ n^2 - (\beta + 1)^2 + (2\beta + 3)\varepsilon - 1 \right] = \varepsilon \beta! (\beta - \varepsilon + 2)$.
4. CONCLUDING REMARKS

From the above consideration it follows that series (7) may have rational sums only for some polynomials $P_k(n)$ of the form (15) with the degree $k \geq \alpha$. In other words, only series of the form (20) have rational sums which are given by (21).

In the Introduction, a possible connection between the divergent series in $R$ and its convergence in all $Q_p$ was mentioned as a motivation for the investigation of $p$-adic series. Now we can introduce the following method of summation of divergent series at rational points.

**Definition.** (of adelic summation). *Let a series be divergent in the real case and convergent in $Q_p$ for all but a finite number of $p$. Let also such series allows a number field invariant summation with a rational sum for some variable $x \in Q$. We call adelic summation of the divergent series extrapolation of the number field invariant summation for convergent counterparts to this divergent series at the same rational points.*

Thus if the series (20), (22) and (23) in the real case make sense at all, then it seems the most natural to assign to them the rational sum (21).

There is no signature that there exists some other summation formula except (13), which is number field invariant and leads to rational summation. Thus there is a reason to introduce the following

**Hypothesis.** Equation (13) is a unique summation formula which includes all rational sums of the series (7).

As a consequence of the above Hypothesis it follows that we have thus presented all possible series of the form (7) which have rational sums for rational values of $x$ also belonging to the region of convergence. In particular, the most simple examples

\[
\sum_{n=0}^{\infty} n! , \quad \sum_{n=0}^{\infty} (-1)^n n!
\]

do not have a rational sum. A similar result has been conjectured earlier [6], [9], [13].
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Abstract. In this work, one can find a definition of a sequence \( u_{n,m} \), \( n \in N \cup \{0\} \), \( m \in Z \) which is a generalisation of the functions \( n! \) and \( !n \). The author discusses Kurepa's hypothesis and, using a sequence \( u_{n,m} \), deduces several hypotheses which are equivalent to Kurepa's.
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1. INTRODUCTION

In [5] Đ. Kurepa defined the left factorial by:

\[
!n = \sum_{k=0}^{n-1} k!, \quad n \in N.
\]

In the same paper a hypothesis was stated

\(\text{(KH)}\)

\( (!n, n!) = 2, \quad n \in N \land n > 1, \)

where \((a, b)\) denotes the greatest common divisor of integers \( a \) and \( b \). It was proved in [5] that \( \text{KH} \) is equivalent to the assertion that for all prime integers \( p, p > 2, \)

\[
!p \neq 0 \pmod{p}
\]

and this is the most frequent form of considering \( \text{KH} \). In [7] - [11] there are several statements equivalent to \( \text{KH} \), which are all shown in [4]. \( \text{KH} \) is verified in [2] for \( n < 10^6 \), and in [14] for \( n < 2^{23} \). In [13], a generalisation of the functions \( n! \) and \( !n \) is given. This paper is the natural continuation of paper [13].
2. SEQUENCES $y_n$ AND $u_{n,m}$

A sequence $y_n$ is defined in [13] as

$$y_n = \left[ \frac{e^{-x}}{1 - x} \right]_{x=0}^{(n)} = \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} k!, \ n \in \mathbb{N} \cup \{0\}.$$  

We can give a combinatorial meaning to a sequence $y_n$, where $y_n$, $n > 0$, represents the number of derangements of the set of $n$ elements, i.e. the number of those mappings of the set of $n$ elements 1-to-1 and onto itself, that do not leave any element invariant, namely, do not map any element onto itself. In [13], beside other things, it is proved that for every $n \in \mathbb{N}$, the following equalities hold

$$y_n = ny_{n-1} + (-1)^n$$  

$$\sum_{k=0}^{n} \binom{n}{k} y_k = n!$$  

$$\sum_{k=1}^{n} \binom{n}{k} y_{k-1} = !n$$  

$$\sum_{k=1}^{n} \binom{n}{k} (-1)^{n-k} (1k) = y_{n-1}$$  

$$y_n = \left\lfloor \frac{n!}{e} \right\rfloor + \frac{1 + (-1)^n}{2}$$

where $[x]$ denotes the integer part of real number $x$. From the cited equalities a number of congruences by module $p$, $p \in P$ follow. Among others, the following holds

$$y_p \equiv -1 \pmod{p},$$  

$$y_{p-1} \equiv !p \pmod{p},$$  

$$y_m + y_{m+p} \equiv 0 \pmod{p}, \ m \in \mathbb{N} \cup \{0\}.$$
A sequence \( u_{n,m} \) is defined in [13] by

\[
(2.10) \quad u_{n,m} = u_{m}^{(n)}(0).
\]

where

\[
(2.11) \quad u_{m}(x) = \begin{cases} 
  e^{x} \int_{0}^{x} f(t_{1}) \int_{0}^{t_{1}} f(t_{2}) \cdots \int_{0}^{t_{m-1}} f(t_{m}) dt_{m}, & m > 0 \\
  e^{-x f(-m)}(x), & m \leq 0
\end{cases}
\]

and where \( f(x) = e^{-x}(1 - x)^{-1} \). In [13], it is firstly proved that a sequence \( u_{n,m} \) in special cases produces functions \( n! \), \( !n \) and \( y_{n} \), i.e. it is shown that for every \( n \in N \cup \{0\} \), the following equalities hold

\[
(2.12) \quad u_{n,0} = n!,
\]

\[
(2.13) \quad u_{n,1} = !n, \; (!0 = 0),
\]

\[
(2.14) \quad u_{0,-n} = y_{n}.
\]

A number of equalities that are satisfied by a sequence \( u_{n,m} \) were also proved in [13]. Thus, among other things, it was proved that:

\[
(2.15) \quad u_{n,m} + u_{n,m+1} = u_{n+1,m+1}, \; n \in N \cup \{0\}, \; m \in Z,
\]

\[
(2.16) \quad m > n \Rightarrow u_{n,m} = 0, \; n \in N \cup \{0\}, \; m \in N,
\]

\[
(2.17) \quad \sum_{k=m}^{n} (-1)^{k-m} u_{n,k} = u_{n-1,m-1}, \; n \in N \cup \{0\}, \; m \in Z, \; m \leq n,
\]

\[
(2.18) \quad \sum_{k=0}^{n} u_{k,m} = u_{n,m+1} - u_{0,m+1}, \; n \in N \cup \{0\}, \; m \in Z, \; m \leq n,
\]

\[
(2.19) \quad \sum_{i=0}^{n} (-1)^{n-i} \binom{n}{i} u_{k+i,m} = u_{k,m-n}, \; k, n \in N \cup \{0\}, \; m \in Z,
\]

\[
(2.20) \quad \sum_{i=0}^{n} \binom{n}{i} u_{k,m-i} = u_{n+k,m}, \; k, n \in N \cup \{0\}, \; m \in Z,
\]
(2.21) \( u_{n-k} = \sum_{i=0}^{n} \binom{n}{i} y_{i+k} = n! \sum_{i=0}^{k} (-1)^{k-i} \binom{k}{i} \binom{n+i}{i} i! \), \( k, n \in \mathbb{N} \cup \{0\} \).

(2.22) \( (m-1)u_{n,m} = (n-m+1)u_{n,m-1} - u_{n,m-2} + a(n,m) \), \( n \in \mathbb{N}, m \in \mathbb{Z} \).

(2.23) \( u_{n+2,m} = (n-m+3)u_{n+1,m} - (n+1)u_{n,m} + a(n,m) \), \( n \in \mathbb{N}, m \in \mathbb{Z} \),

where \( a(n,m) = \begin{cases} \binom{n}{m-2}, & m \geq 2 \\ 0, & m < 2 \end{cases} \).

From the cited equalities, a number of congruences by module \( p \), \( p \in \mathbb{P} \) follow. Thus, among others, for every \( p \in \mathbb{P} \) the following holds:

(2.24) \( u_{k,m} + u_{k,m-p} \equiv u_{p+k,m} \pmod{p} \), \( k \in \mathbb{N} \cup \{0\}, m \in \mathbb{Z} \).

(2.25) \( u_{k,m} \equiv u_{p+k,m} \pmod{p} \), \( k \in \mathbb{N} \cup \{0\}, m \in \mathbb{Z} \).

(2.26) \( u_{p+1,2} \equiv 1 \pmod{p} \).

Let us prove some more properties of a sequence \( u_{n,m} \), i.e. especially of sequence \( y_n \).

**Theorem 2.1.** For every \( n, m \in \mathbb{N} \), \( m \leq n \), the following holds

(2.27) \( y_n = \binom{n}{m} m! y_{n-m} + \sum_{k=0}^{m-1} (-1)^{n-k} \binom{n}{k} k! \).

**Proof.** Bearing in mind (2.1), we obtain

\[
\left[ x^m \frac{e^{-x}}{1-x} \right]^{(n)}_{x=0} = \binom{n}{m} m! y_{n-m} =
\]

\[
= \left[ e^{-x} \frac{x^m}{1-x} \right]^{(n)}_{x=0} =
\]

\[
= \sum_{k=0}^{n} \binom{n}{k} (-1)^{n-k} \sum_{i=0}^{k} \binom{k}{i} i! (x^m)_{x=0}^{(k-i)} =
\]

\[
= \sum_{k=m}^{n} \binom{n}{k} (-1)^{n-k} \binom{k}{m} m!(k-m)! =
\]

\[
= \sum_{k=m}^{n} \binom{n}{k} (-1)^{n-k} k! =
\]

\[
= y_n - \sum_{k=0}^{m-1} (-1)^{n-k} \binom{n}{k} k! .
\]
and that is what we wanted to prove.

**Theorem 2.2.** Let $A$ and $B$ be sets, both containing $n + k$ elements, such that $A \cap B$ contains $k$ elements. The number of those mappings of set $A$ onto set $B$ that do not map any element onto itself is $u_{n,-k}$.

**Proof.** Let

$$A = \{1, 2, \ldots, k, k + 1, \ldots, k + n\} \text{ and } B = \{1, 2, \ldots, k, 1', 2', \ldots, n'\}.$$ 

Under the conditions of the theorem, none of the elements, $1, 2, \ldots, k$, maps onto itself.

Bearing in mind the combinatorial meaning of sequence $y_n$, one can deduce that, if it had been forbidden for element $k + i$ to map onto $i'$ for $i = 1, 2, \ldots, n$, the number of mappings would have been $y_{k+n}$.

But, according to the conditions of the theorem, it is not forbidden for element $k + i$ to map onto $i'$, $i = 1, 2, \ldots, n$, and thus the number, $a_{k,n}$, of mappings is

$$a_{k,n} = \sum_{j=0}^{n} \binom{n}{j} y_{j+k},$$

since neither of the elements $k + i$, $i = 1, 2, \ldots, n$, or one of them, or two, ..., or all $n$ of them can be mapped onto $i'$. Bearing in mind (2.21) it follows that

$$a_{k,n} = u_{n,-k},$$

and that is what we wanted to prove.

**Theorem 2.3.** For every $m, n \in \mathbb{N}$, $m \leq \frac{n}{2}$ the following holds

$$y_n = \sum_{k=0}^{m} \binom{m}{k} \binom{n-m}{m-k} y_{m-k,-k} u_{m-k,-(n-2m+k)}.$$ 

**Proof.** The number of derangements of the set $A = \{1, 2, \ldots, n\}$ is $y_n$.

Let $B$ and $C$ be subsets of set $A$, such that each contains $m$ elements ($m \leq \frac{n}{2}$).

One can count the number of derangements of set $A$ on following way:

We map $B$ onto $C$, and $A - B$ onto $A - C$, when $B$ is fixed and $C$ is chosen among all choices.
If we assume that $B \cap C$ contains $k$ elements, $k = 0, 1, \ldots, m$, then for fixed set $B$, we can choose $C$ in $\binom{n}{k} \binom{n-m}{m-k}$ ways.

According to Theorem 2.2, the number of mappings of the set $B$ onto set $C$ (such that there is no invariant element) is $u_{m-k,-k}$, and the number of mappings of the set $A - B$ onto $A - C$, (also with no invariant element) is $u_{m-k,-(n-2m+k)}$, and thus (2.28) directly follows, and that proves the theorem.

Especially, for $m = n$ and by substituting $2n$ instead of $n$ into (2.28) one obtains

$$y_{2n} = \sum_{k=0}^{n} \binom{n}{k}^2 u_{n-k,-k}.$$  

(2.29)

Also, substitution $m = p$, $n = kp$, $p \in P$, $k \geq 2$, in (2.28) gives

$$y_{kp} = \sum_{i=0}^{p} \binom{p}{i} \binom{(k-1)p}{p-i} u_{p-i,-i} u_{p-i,-((k-2)p+i)} \equiv$$

$$\equiv \binom{(k-1)p}{p} u_{p,0} u_{p,-(k-2)p} + u_{0,-p} u_{0,-(k-1)p} \pmod{p^2}.$$  

Since, according to (2.21)

$$u_{p,0} \equiv u_{p,-(k-2)p} \equiv 0 \pmod{p!}$$

and bearing in mind (2.14), it follows that

$$y_{kp} \equiv y_{p} y_{(k-1)p} \pmod{p^2}. $$

(2.30)

Considering (2.30), by induction on $k$, one can easily establish that

$$y_{kp} \equiv y_{p}^k \pmod{p^2}. $$

(2.31)

3. **Kurepa’s Hypothesis**

Using the properties of the sequences $u_{n,m}$ and $y_n$ it is not hard to formulate a number of hypotheses equivalent to KH. In [13], among the other things it was marked that KH is equivalent to every one of the following assertions

$$y_{p-1} \neq 0 \pmod{p}, \quad \forall p \in P \land p \geq 3,$$

(3.1)

$$y_{p-2} \neq 1 \pmod{p}, \quad \forall p \in P \land p \geq 3,$$

(3.2)
(3.3) \[ y_p \not\equiv -1 \pmod{p^2}, \quad \forall p \in P \land p \geq 3, \]

(3.4) \[ u_{p-1,2} \not\equiv 0 \pmod{p}, \quad \forall p \in P \land p \geq 3, \]

(3.5) \[ y_{p+1,2} \not\equiv p + 1 \pmod{p^2}, \quad \forall p \in P \land p \geq 3, \]

(3.6) \[ (\exists k)(k \geq p \land u_{k,2} \not\equiv 1 \pmod{p}), \forall p \in P \land p \geq 3. \]

Let us prove some more assertions equivalent to KH.

**Theorem 3.1.** KH is equivalent to: \((\forall p \in P \land p \geq 3)(\exists m \in \{0, 1, \ldots, p-1\})\)

such that

(3.7) \[ y_m \not\equiv !(p - m - 1)(m!) \pmod{p}. \]

**Proof.** By substituting \(n = p - 1\) in (2.27), and bearing in mind (1.2) and (2.8) we obtain

\[
!p \equiv y_{p-1} = \binom{p - 1}{m}m!y_{p-m-1} + \sum_{k=0}^{m-1} (-1)^{p-k-1}\binom{p-1}{k}k! \equiv \\
\equiv (-1)^m m!y_{p-m-1} + \sum_{k=0}^{m-1} k! = \\
= (-1)^m m!y_{p-m-1}+!m \not\equiv 0 \pmod{p}. \tag{3.8}
\]

Since

\[
m!(p - m - 1)! = m!(p - (m + 1))(p - (m + 2)) \cdots (p - (p - 1)) = \\
\equiv (p - 1)!(-1)^{p-m-1} \equiv (-1)^{m+1} \pmod{p},
\]

it follows that by substituting \(p - m - 1\) by \(m\), in (3.8), we obtain (3.7), and that is what we wanted to prove.

Let us note that, especially, for \(m = p - 1\) and \(m = p - 2\), in (3.7), we obtain equalities (3.1) and (3.2). Also, for \(m = \frac{p - 1}{2}\), (3.7) becomes

(3.9) \[ y_{\frac{p-1}{2}} \not\equiv !(\frac{p-1}{2})\left(\frac{p-1}{2}\right)! \pmod{p}. \]
Theorem 3.2. KH is equivalent to the assertion: \((\forall p \in P \land p \geq 3)(\exists n \in \mathbb{N} \cup \{0\})\) such that

\[(3.10) \quad u_{n+p,3} \not\equiv n - 1 \pmod{p}.\]

**Proof.** Since (2.23), bearing in mind (2.13) and (2.15), we obtain

\[
\begin{align*}
    u_{n,2} &= (n - 1)(u_{n-1,2} - u_{n-2,2}) + 1 = (n - 1)u_{n-2,1} + 1 = \\
    &= (n - 1)(!(n - 2)) + 1 \quad (n \geq 2)
\end{align*}
\]

and thus from (2.22) it follows that

\[
\begin{align*}
    2u_{n+p,3} &= (n + p - 2)u_{n+p,2} - u_{n+p,1} + n + p = \\
    &= (n + p - 2)(n + p - 1)(!(n + p - 2)) - !(n + p) + 2n + 2p - 2 = \\
    &= \left[(n + p - 2)(n + p - 1) - 1\right]!(n + p) - \\
    &= -(n + p - 2)(n + p - 1)((n + p - 2)! + (n + p - 1)! + 2n + 2p - 2 = \\
    &= \left[(n + p - 2)(n + p - 1) - 1\right]!(n + p) - \\
    &= -(n + p - 2)(n + p)! + 2n + 2p - 2 = \\
    &= (n^2 - 3n + 1)!(p) + 2n - 2 \pmod{p},
\end{align*}
\]

i.e.

\[u_{n+p,3} \equiv \frac{1}{2}(n^2 - 3n + 1)(!p) + n - 1 \pmod{p},\]

and according to (1.2) we conclude that the theorem is correct.

Let us note, that according to the properties of sequence \(u_{n,m}\), one could formulate many more assertions equivalent to KH. But the nature of these assertions implies that if KH is the theorem, then the whole problem belongs to the category of hard problems of the number theory.
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Abstract. In this note a notion of the Bourgain algebra $(A, B)_b$ is extended to the case of commutative topological algebras. It is proved that $(A, B)_b$ is a closed subalgebra of $B$, if $B^*$ separates the points of $B$. It is also shown that $(H(\Delta), C(\Delta))_b = C(\Delta)_b$, where $H(\Delta)$, resp. $C(\Delta)$ denotes Frechet algebra of all holomorphic, resp. continuous, functions in the open unit disc $\Delta \subset \mathbb{C}$.
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Let $B$ be a commutative Banach algebra with norm $\| \cdot \|$ and let $A \subset B$ be a linear subspace (not necessarily closed). We let $c^w_0(A)$ denote the space of weakly null sequences in $A$. The notion of the Bourgain algebra of $A$ with respect to $B$ was introduced by J. Cima and R. Timoney [3] in their study of the Dunford-Pettis property of uniform algebras and it is based on a construction of J. Bourgain involving operators of the Hankel type.

The Hankel type operator $S_f$ on $A$ generated by the element $f \in B$ is the mapping $S_f : A \rightarrow B/A$ defined as $S_f(g) = \pi_A(fg)$, where $\pi_A : B \rightarrow B/A$ is the natural projection. The Bourgain algebra $(A, B)_b$ of $A$ with respect

\textsuperscript{1}The research of the second author was partially supported by grants from the IREX and from the NSF (MONTS)
to $B$ is the set of all elements $f \in B$ for which $S_f$ is completely continuous.

Thus $f \in (A, B)_b^o$ when $S_f(c_o^w(A)) \subset c_o^w(B/A)$. In other words $(A, B)_b^o$ consists of all $f \in B$ such that for every $\{\varphi_n\} \in c_o^w(A)$ there exists a sequence $\{g_n\}$ in $A$ for which

$$\lim_{n \to \infty} \|\varphi_n f - g_n\| = 0.$$  

(1)

It is known that $(A, B)_b^o$ is a commutative Banach algebra; moreover, $A \subset (A, B)_b^o$ if $A$ is an algebra (e.g. [3]). We call $B$ the enveloping algebra of the Bourgain algebra $(A, B)_b^o$. Note that the structure of $(A, B)_b^o$ is quite sensitive to $B$.

The argument is actually valid in the more general setting of commutative topological algebras. Let $B$ be a commutative topological algebra and $A$ its subalgebra. We denote by $c_o^{bw}(A)$ the space of bounded weakly null sequences in $A$.

**Definition 1.** The Bourgain algebra $(A, B)_b^o$ of $A$ relative to $B$ is the set of all elements $f \in B$ for which $S_f(c_o^{bw}(A)) \subset c_o^w(B/A)$, where $\tau$ is the topology on $B/A$ that is inherited from $B$.

In other words $(A, B)_b^o$ consists of all $f \in B$ such that for every $\{\varphi_n\} \in c_o^{bw}(A)$ there exists a sequence $\{g_n\}$ in $A$ for which

$$\lim_{n \to \infty} (\varphi_n f - g_n) = 0.$$  

(2)

**Proposition 2.** Let $A \subset B$ be commutative topological algebras. Every completely continuous Hankel type operator $S_f : A \to \pi_A(fA)$ maps bounded weakly Cauchy sequences in $A$ onto Cauchy sequences in $B/A$.

**Proof.** Suppose that $\{g_n\}_n$ is a bounded weakly Cauchy sequence in $A$ for which the sequence $\{\pi_A(fg_n)\}_n$ is not Cauchy in $B/A$. Then there is a neighbourhood $U$ of 0 in $B/A$ such that for every natural $M > 0$ one can find naturals $n_M, m_M \geq M$ with $\pi_A(fg_{n_M}) - \pi_A(fg_{m_M}) \notin U$. Hence the sequence $\{\pi_A(f(g_{n_M} - g_{m_M}))\}_{M=1}^\infty$ does not tend to 0 in $B/A$. The complete continuity of $S_f$ implies that the bounded sequence $\{g_{n_M} - g_{m_M}\}_{M=1}^\infty$ is not weakly null in $A$. Hence $F(g_{n_M} - g_{m_M})$ does not tend to 0 for some $F \in A^*$. Therefore $\{F(g_n)\}_n$ is not Cauchy, i.e. $\{g_n\}_n$ cannot be a weakly Cauchy sequence.

Note that the dual space $B^*$ does not separate the points of $B$ for every commutative topological algebra $B$. Local convexity of $B$ is one sufficient condition for this.
Theorem 3. Let $B$ be a commutative topological algebra and $A$ a subalgebra of $B$. The Bourgain algebra $(A, B)_b$ is a closed commutative topological subalgebra of $B$.

Proof. If $f \in (A, B)_b$ then given a bounded weakly null sequence $\{\varphi_n\} \in c^w_0(A)$, $\varphi_n \in A$, there are elements $h_n \in A$, such that $\varphi_n f - h_n \to 0$. Note that $\{h_n\}$ is a bounded weakly null sequence in $A$, since $\varphi_n f$ is bounded and tends weakly to 0.

Now let $f_1, f_2 \in (A, B)_b$ and suppose that $\{\varphi_n\}$ is a bounded weakly null sequence in $A$. By the Bourgain algebra property there are $h_n \in A$ such that $\varphi_n f_1 - h_n \rightharpoonup 0$. By the above remark $\{h_n\}$ is a bounded weakly null sequence in $A$. Therefore there are $k_n \in A$ such that $h_n f_2 - k_n \to 0$. Now

$$f_1 f_2 \varphi_n - k_n = f_2 (f_1 \varphi_n - h_n) + (f_2 h_n - k_n) \rightharpoonup 0.$$ (3)

Consequently $f_1 f_2 \in (A, B)_b$ and hence $(A, B)_b$ is an algebra.

Let $\{\varphi_n\}$ be a bounded weakly null sequence in $A$, $f \in B$ is the limit of elements $f_k \in (A, B)_b$, and let $U$ be a bounded set in $A$ that contains $\{\varphi_n\}$.

For a given neighborhood $W$ of 0 in $B$ let $V$ be a neighborhood of 0 such that $V + V \subseteq W$. Take a neighborhood $V_1$ of 0 with $V_1^2 \subseteq V$. There is a $t > 0$ such that $tU \subseteq V_1$. Let $k_0$ be such that $f - f_k \in tV_1$ for all $k \geq k_0$. Take such a $k$ and choose $h_n^k \in A$ such that $f_k \varphi_n - h_n^k \to 0$ as $n \to 0$. Then $f \varphi_n - h_n^k = (f - f_k) \varphi_n + (f_k \varphi_n - h_n^k) \in tV_1 \cdot U + V = tU \cdot V_1 + V \subseteq V_1^2 + V \subseteq V + V \subseteq W$ for big enough $n$. Consequently, $(A, B)_b$ is closed in $B$.

Note that $A \subseteq (A, B)_b$ if $A$ is an algebra.

Example 4. Consider the algebra $B = C(\Delta)$ equipped with compact open topology on the open unit disc $\Delta$ and let $A = H(\Delta)$ be the subalgebra of holomorphic functions in $\Delta$. Then $(H(\Delta), C(\Delta))_b = C(\Delta)$.

Note that both $C(\Delta)$ and $H(\Delta)$ are Frechét algebras. Therefore every weakly null sequence in $C(\Delta)$ is bounded by the uniform boundedness principle (cf. [4], Theorem 2.6).

First we show that the function $\bar{z}$ belongs to $(H(\Delta), C(\Delta))_b$. The calculation is similar to the corresponding one for $C(\overline{\Delta})$ (e.g. [2]). Given a weakly null sequence $\{\varphi_n\}$ in $H(\Delta)$, consider the functions $h_n(z) = \frac{\varphi_n(z) - \varphi_n(0)}{z} \in H(\Delta)$. Note that $h_n(z)$ tends weakly to 0 in $H(\Delta)$ since the map $\varphi \mapsto h = \frac{\varphi - \varphi(0)}{z} : H(\Delta) \rightarrow H(\Delta)$ is a continuous linear operator. From $\varphi_n(z) = \bar{z} h_n(z) + \varphi_n(0)$ we have that $\bar{z} \varphi_n(z) - h_n(z) = (|z|^2 - 1) h_n(z) + \bar{z} \varphi_n(0)$. Fix an $r \in (0, 1)$. Then $\max_{z \in \overline{\Delta}_r} |\bar{z} \varphi_n(z) - h_n(z)| \leq \max_{z \in \overline{\Delta}_r} |h_n(z)| + |\varphi_n(0)| \to 0$. 
by Montel's theorem. Therefore \( \bar{z} \varphi_n(z) - h_n(z) \) tends to 0 in the compact open topology in \( \Delta \). Consequently \( \bar{z} \in (H(\Delta), C(\Delta))_b \), as claimed.

Thus \( (H(\Delta), C(\Delta))_b \) contains the restrictions of all polynomials in \( z \) and \( \bar{z} \) on \( \Delta \); therefore it contains the algebra \( C(\Delta) \). Since \( C(\Delta) \) is the closure of \( C(\overline{\Delta}) \) in the compact open topology in \( C(\Delta) \) we conclude that \( (H(\Delta), C(\Delta))_b = C(\Delta) \).
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Abstract. In our previous papers, we introduced the notion of a class space, i.e. topologies on proper classes, and defined and studied the various topological concepts on such spaces. In this paper we introduce and study a class of \( \tau \)-regular sets, \( \tau \)-transitive sets, \( \tau \)-ordinals and \( \tau \)-inductive sets, analogues of corresponding notions in the SET Theory and give some of their properties.
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1. INTRODUCTION

In our previous papers [2] and [3] we introduced the notion of a class space, i.e. topologies on proper classes, and gave a reason for studying these spaces. First we shall review some notations. Concerning class spaces, we shall use the notations and definitions introduced in [2], [3]. For example, capital letters \( X, Y, Z, \ldots \) denote classes, and \( x, y, z, \ldots \) sets. Greek letters may stand both for classes and for sets. Our metatheory is based on the NBG class theory if not otherwise stated. Further, we shall assume the usual constructions and definitions from set theory and class theory. For example, we would remind the reader that a class \( X \) is transitive if it follows from \( x \in y \in X \) that \( x \in X \). Throughout the paper \( K \) will denote a transitive class. For the sake of convenience, following is a review axioms for class spaces as we shall often refer to them.

Let \( K \) be a class and \( \tau \) and \( \sigma \) be classes of subsets of \( K \). We call triple \( K = (K, \tau, \sigma) \) a topological class space if the following axioms are satisfied:

0. \( \emptyset \in \tau, \emptyset \in \sigma \)
1. \( x, y \in \tau \Rightarrow x \cap y \in \tau \)
2. For any \( i \), and \( \{x_j | j \in i\} \), \( (\forall j \in i \ x_j \in \tau) \Rightarrow \bigcup_j x_j \in \tau \)

3. For any \( a \in K \) there is \( x \in \tau \) such that \( a \in x \).

4. \( \forall x \in \tau \forall y \in \sigma \ x - y \in \tau \).

1'. \( x, y \in \sigma \Rightarrow x \cup y \in \sigma \).

2'. For any \( i \), and \( \{x_j | j \in i\} \), \( (\forall j \in i \ x_j \in \sigma) \Rightarrow \bigcap_j x_j \in \sigma \).

3'. For any subset \( x \) of \( K \) there is \( y \in \sigma \) such that \( x \subseteq y \).

4'. \( \forall x \in \tau \forall y \in \sigma \ y - x \in \sigma \).

Elements of \( \tau \) are called open subsets while elements of \( \sigma \) are closed subsets of \( K \). By a proposition in [2] it follows that \( \sigma \) is uniquely determined by \( \tau \), and vice versa. Also, if \( K \) is a set, then \( K \) becomes a standard topological space.

Various topological notions for class spaces, such as continuity, compactness, the product of class spaces, etc., were introduced in our previous papers, and some results concerning these notions were proved. The most important result obtained is that the finite product of compact class spaces is also a compact class space.

In this paper we shall discuss and develop the notion of \( \tau \)-regular sets, and we shall introduce the notion of \( \tau \)-ordinal numbers and research some of their properties.

In the following, \( \bar{x} \) denotes the closure of set \( x \subseteq K \) in class space \( K \). If not otherwise stated, \( N \) denotes the set of non-negative integers.

### 2. \( \tau \)-REGULAR SETS

Let \( K = (K, \tau, \sigma) \) be a topological class space, where \( K \) is a transitive class. The set \( S \subseteq K \) satisfies the condition (*) in \( K \), if there exists an \( x \in S \) such that \( x \cap S = \emptyset \).

**Proposition 1.** If class \( K \), in topological class space \( K = (K, \tau, \sigma) \), is a model of pairing, union and infinity axioms such that every element of \( K \) satisfies the condition (*), then there is no infinite sequence \( x_0, x_1, \ldots, x_n, \ldots \) so that the following holds:

\[
(\ast\ast) \quad \bar{x}_0 \ni x_1, \bar{x}_1 \ni x_2, \ldots, \bar{x}_n \ni x_{n+1}, \ldots
\]

In particular, there is no set \( x \subseteq K \) such that \( x \subseteq \bar{x} \) and there are no "cycles":

\[
x_0 \in \bar{x}_1, x_1 \in \bar{x}_2, \ldots, x_n \in \bar{x}_0.
\]

**Proof.** If we suppose that there exists an infinite sequence \( x_0, x_1, \ldots, x_n, \ldots \) of elements in class \( K \) with property (\( \ast\ast \)), we can consider set \( S = \{ x_0, x_1, \ldots \} \)
..., x_n,...}. Pairing, union and infinity axioms hold in class K, and set S will also be an element of K, hence set S is a nonempty set and this set satisfies the condition (*). So, there exists an element \( x \in S \) with \( x \cap S = \emptyset \), and also, there exists an index \( k \in N \), such that \( x = x_k \in S \), so, \( x_k \cap S = \emptyset \), but this is impossible because \( x_{k+1} \in x_k \cap S \).

**Definition 2.** Let \( K = (K, \tau, \sigma) \) be a topological class space, with a transitive class K. The set \( S \in K \) is a \( \tau \)-regular set if \( S \notin S \).

**Proposition 3.** Let \( K = \bigcup_{\alpha \in ORD} V_\alpha \). It is possible to construct a nondiscrete structure of topological class space on class K, \( K = (K, \tau, \sigma) \), such that every element \( S \in K \) is a \( \tau \)-regular set.

**Proof.** Let \( \alpha \) be a nonlimit ordinal. Put \( X = V_\alpha - V_{\alpha-1} \). Let us assume some nondiscrete topology on X. With the help of the family of all open and closed sets in topological space X, we can define two classes of subsets of K such that \( K = (K, \tau, \sigma) \) becomes a topological class space.

Really, if \( S \in K \), then \( S \subseteq K \) and so \( S \cap X = \emptyset \) or \( S \cap X \neq \emptyset \). Further \( U \in \tau \) if \( U \cap X = \emptyset \) and if \( U \cap X \) is a nonempty open set in topological space X. A nonempty set \( F \) belongs to \( \sigma \) if \( F \cap X = \emptyset \) and if \( F \cap X \) is a nonempty closed set in topological space X. Put \( \emptyset \in \tau \cap \sigma \).

For two nonempty sets \( x \) and \( y \) in a class \( \tau \), we have \( (x \cap y) \cap X = (x \cap X) \cap (y \cap X) \), so axiom 1 holds for topological class spaces.

Let \( \{ x_j | j \in i \} \subseteq \tau \). From \( (\bigcup x_j) \cap X = \bigcup (x_j \cap X) \) it follows that \( \bigcup x_j \) is in class \( \tau \). So axiom 2 holds, for topological class spaces, too.

If \( a \in K \) then there exists \( x \in \tau \) with \( a \in x \). Really, if \( a \in X \), the set X is an element of \( \tau \) and axiom 3 holds.

If \( x \notin X \), we can have \( x \in V_{\alpha-1} \). Then \( \{ x \} \subseteq \tau \), and \( x \in \{ x \} \subseteq \tau \). If \( x \notin V_\alpha \), then also \( \{ x \} \subseteq \tau \) with \( x \in \{ x \} \). So, axiom 3 of topological class spaces holds.

For \( x \in \tau \) and \( y \in \sigma \) we have \( (x - y) \cap X = (x \cap X) - (y \cap X) \) and it is easy to see that axiom 4 holds.

Similarly, it is easy to see the validity of axiom 1' because for \( x \in \sigma \) and \( y \in \sigma \), we have \( (x \cup y) \cap X = (x \cap X) \cup (y \cap X) \).

We have \( \bigcap x_j \cap X = \bigcap (x_j \cap X) \), and so the intersection of the members of \( \sigma \) will be in \( \sigma \). This means that axiom 2' holds.

If \( x \in K \), then there exists a \( y \in \sigma \) with \( x \subseteq y \). Really, if \( x \in X \) then \( x \subseteq V_{\alpha-1} \in \sigma \), since \( X \cap V_{\alpha-1} = \emptyset \). If \( x \notin X \), that might be \( x \in V_{\alpha-1} \), and obviously \( x \subseteq V_{\alpha-1} \in \sigma \). Otherwise if \( x \notin V_\alpha \), then \( \alpha < \text{rank}(x) \) and \( x \subseteq V_{\text{rank}(x)} \). We have \( V_{\text{rank}(x) \cap X} = X \), hence \( V_{\text{rank}(x)} \in \sigma \) so axiom 3' holds.
Let us prove that the structure of topological class space $K = (\mathcal{K}, \tau, \sigma)$ is nondiscrete, hence, there exists a set $F \in K$ such that $F \neq F$.

If $F \cap X = \emptyset$, then $F \in \sigma$ and so we have $F = \overline{F}$. The topology on set $X$ is nondiscrete topology, and there exists a set $F \subset X$ with $F \neq \overline{F}$, where the adherence is in topological space $X$. $F \in K$ since $F \in V_{\sigma+1} \subset K$. From $F \cap X = \overline{F}$, $F$ will be in $K$, thus $F \neq \overline{F}$.

Finally, let $S \in K$ be an element of class $K$. We can have $S \cap X = \emptyset$, and in this case $S = \overline{S}$.

From the regularity axiom we cannot have $S \in S = \overline{S}$, and every such set $S$ will be $\tau$-regular set. Let us suppose that $S \cap X \neq \emptyset$. Then $\overline{S} - S \subset X$, but we cannot have $S \in S$, so, if $S \in \overline{S}$ it must be $S \in \overline{S} - S \subset X$, but this is impossible because $\alpha \leq \text{rank}(S)$, so we don’t have $S \in X \subset V_\alpha$. Hence $S \not\in \overline{S} - S$, e.g., $S \not\in \overline{S}$, which means set $S$ is a $\tau$-regular set.

So, every set in a topological class space $K = (\mathcal{K}, \tau, \sigma)$ is a $\tau$-regular set.

**Theorem 4.** Let $K = (\mathcal{K}, \tau, \sigma)$ be a topological class space, where $K$ is a model of the Set Theory, such that every element of $K$ satisfies the condition ($\ast$). Then for every nonempty class $C \subset K$ there exists $S \in C$, such that $S \cap C = \emptyset$.

**Proof.** Let $S \in C$. We can have $S \cap C = \emptyset$ or $S \cap C \neq \emptyset$. If $S \cap C = \emptyset$ the theorem is proved. Let us suppose that $S \cap C \neq \emptyset$. We can construct a set $T$ in the following way: Put $S_0 = \overline{S}$, $S_1 = \bigcup_{x \in S_0} \overline{x}$, $S_2 = \bigcup_{x \in S_1} \overline{x}$, ..., $S_{n+1} = \bigcup_{x \in S_n} \overline{x}$, ..., Put $T = \bigcup_{n \in N} S_n$. The set $S_0 = \overline{S} \subset T$, and from $S \cap C \neq \emptyset$ it follows $T \cap C = X \neq \emptyset$. As class $K$ is a model of the Set Theory and every element in $K$ satisfies the condition ($\ast$), it follows $X \in K$ hence $X \neq \emptyset$ and $X$ satisfies the condition ($\ast$), so there exists an element $x \in X$ such that $x \cap X = \emptyset$. Let us prove that $x \cap C = \emptyset$, $x \in X = T \cap C$ means $x \in T$, so there exists $n \in N$ such that $x \in S_n$, and $x \in S_{n+1} \subset T$. Hence, for $y \in \overline{x}$ we have $y \in x$ and $y \in C$, e.g. $y \in T$ and $y \in C$, thus $y \in X \cap \overline{x} = \emptyset$, and this is a contradiction.

**Definition 5.** Let $K = (\mathcal{K}, \tau, \sigma)$ be a topological class space. The set $T$ is a $\tau$-transitive set if for every $x \in T$, it holds that $\overline{x} \subset T$.

If set $T$ is a $\tau$-transitive set, then $\overline{T}$ is a transitive set. It is easy to see that set $T$ can be transitive, but not $\tau$-transitive.

**Definition 6.** Let $K = (\mathcal{K}, \tau, \sigma)$ be a topological class space as in Theorem 4. Then we can define a relation $\prec$ on $K$ in the next way: for $\alpha \in K$ and $\beta \in K$ we put $\alpha \prec \beta$ if $\alpha \in \beta$.

For nondiscrete structure of topological class space, there exists $\alpha \in K$ such that $\alpha \neq \overline{\alpha}$. Neither $\alpha \prec \overline{\alpha}$, nor $\overline{\alpha} \prec \alpha$ hold. The first relation means
that \( \alpha \in \bar{\alpha} \) but this is impossible because every element \( \alpha \in K \) is a \( \tau \)-regular set, also, \( \bar{\alpha} < \alpha \) means \( \bar{\alpha} \in \bar{\alpha} \) which is impossible because of the axiom of regularity. If \( \bar{\alpha} \simeq \beta \), then the elements \( \alpha \) and \( \beta \) are incomparable elements in respect to the relation \( < \).

**Definition 7.** If \( \mathcal{K} = (\mathcal{K}, \tau, \sigma) \) is a topological class space with the conditions for \( K \) as in Theorem 3, we can define the notion of \( \tau \)-ordinals.

For a set \( \alpha \), we say it is a \( \tau \)-ordinal, if it is \( \tau \)-transitive, and for \( \bar{\alpha} \) we say it is a well-ordered set with the relation \( < \).

**Theorem 8.** Let \( \mathcal{K} = (\mathcal{K}, \tau, \sigma) \) be a topological class space, where \( K \) satisfies the conditions as in Theorem 3, then:

(a) \( \emptyset = \bar{\emptyset} \) is a \( \tau \)-ordinal.

(b) If \( \alpha \) is a \( \tau \)-ordinal and \( \beta \in \bar{\alpha} \), then \( \beta \) is a \( \tau \)-ordinal.

(c) If \( \alpha \) and \( \beta \) are \( \tau \)-ordinals, with \( \bar{\alpha} \subset \bar{\beta} \), then there exists a \( \tau \)-ordinal \( \gamma \) such that \( \bar{\gamma} = \bar{\alpha} \) and \( \gamma \in \bar{\beta} \).

(d) If \( \mathcal{K} \) is a \( T_1 \)-topological class space, then for every \( \tau \)-ordinal \( \alpha \), \( \bar{\alpha} \cup \{\alpha\} \) is a \( \tau \)-ordinal, too.

(e) Let \( ORD_\tau \) be a class of all \( \tau \)-ordinals, then the relation \( < \) defined above is a partial ordering on \( ORD_\tau \).

(f) If \( C \subset ORD_\tau \) is a nonempty class of \( \tau \)-ordinals, then \( \bigcap C \) is also a \( \tau \)-ordinal.

**Proof.**

(a) The proof is obvious.

(b) If \( \alpha \) is a \( \tau \)-ordinal and \( \beta \in \bar{\alpha} \), then \( \beta \) is a \( \tau \)-ordinal. Really, \( \bar{\alpha} \) is a \( \tau \)-transitive set and from \( \beta \in \bar{\alpha} \) we have \( \bar{\beta} \subset \bar{\alpha} \). The set \( \bar{\alpha} \) is a well-ordered set with the relation \( < \), and so \( \bar{\beta} \) will be well-ordered with \( < \mid \bar{\beta} \). The set \( \bar{\beta} \) is a \( \tau \)-transitive set. Really, if \( \gamma \in \bar{\beta} \), and \( \delta \in \bar{\gamma} \) then \( \delta \in \bar{\beta} \), hence \( \gamma \subset \bar{\beta} \), e.g., the set \( \bar{\beta} \) is a \( \tau \)-transitive set. This means set \( \beta \) is a \( \tau \)-ordinal.

(c) Let \( \alpha \) and \( \beta \) be \( \tau \)-ordinals, with \( \bar{\alpha} \subset \bar{\beta} \). The set \( \bar{\beta} - \bar{\alpha} \) is a nonempty subset of well-ordered set \( \bar{\beta} \), so this set has a minimal element \( \gamma \) with respect to relation \( < \). The set \( \gamma \in \bar{\beta} \) will be a \( \tau \)-ordinal corresponding to (b) and \( \bar{\alpha} \) is an initial segment for \( \gamma \in \bar{\beta} \). Also, the initial segment for \( \gamma \) will also be \( \bar{\gamma} \), so \( \bar{\gamma} = \bar{\alpha} \).

(d) Let us suppose that \( \alpha \) is a \( \tau \)-ordinal in \( T_1 \)-topological class space \( \mathcal{K} \). Let us prove that \( \bar{\alpha} \cup \{\alpha\} \) is a \( \tau \)-ordinal too. Really, the set \( \bar{\alpha} \cup \{\alpha\} \) is a \( \tau \)-transitive set. For \( \beta \in \bar{\alpha} \cup \{\alpha\} \), \( \bar{\alpha} \cup \{\alpha\} = \bar{\alpha} \cup \{\alpha\} = \bar{\alpha} \cup \{\alpha\} \). We can have \( \beta \in \bar{\alpha} \) and in this case we have \( \bar{\beta} \subset \bar{\alpha} \subset \bar{\alpha} \cup \{\alpha\} \), because \( \alpha \) is \( \tau \)-transitive. But we can also have \( \beta \simeq \alpha \) and \( \bar{\beta} \subset \bar{\alpha} \). Obviously, the set \( \bar{\alpha} \cup \{\alpha\} \) is a well-ordered set with the relation \( < \). Let us note that sets \( \bar{\alpha} \cup \{\beta\} \) are \( \tau \)-ordinals for every \( \beta \) with property \( \bar{\beta} = \bar{\alpha} \).
(e) Let $ORD_\tau$ be a class of all $\tau$-ordinals in topological class space $\mathcal{K}$. For ordinals $\alpha$ and $\beta$ in $ORD_\tau$, the relation $\alpha < \beta$, defined by $\alpha \in \overline{\beta}$, is transitive, since $\beta$ is $\tau$-transitive. Also, we cannot have $\alpha < \beta$ and $\beta < \alpha$ because $\alpha < \alpha$ is impossible by $\tau$-regularity for all elements in $K$. For a nondiscrete structure of topological class space $\mathcal{K}$ there exists incomparable elements for relation $<$. Also, we have $\bar{\alpha} = \{ \beta \in ORD_\tau \mid \beta < \alpha \}$.

(f) Let $C \subseteq ORD_\tau$ be a nonempty class of $\tau$-ordinals. Then $\gamma = \bigcap C$ is a $\tau$-ordinal too. Really, $\gamma$ is $\tau$-transitive, for $\beta \in \gamma$ if and only if $\beta \in \bar{\alpha}$, for every $\alpha \in C$. If $\delta \in \bar{\beta}$ from the transitivity of $<$, in $\bar{\alpha}$, it follows that $\delta \in \gamma$ and finally $\bar{\beta} \subseteq \gamma$.

Obviously, the set $\gamma$ is a well ordered set by $\prec$.

Definition 9. The set $S$ is a $\tau$-inductive set, if $\emptyset \in S$ and if for every $x \in S$ it holds that $\bar{x} \cup \{x\} \subseteq S$.

If $N_\tau = \bigcap \{X \mid X$ is a $\tau$-inductive set$\}$, then $N_\tau$ will be a $\tau$-inductive set. In $T_1$-topological class space $\mathcal{K}$, it holds that $N_\tau = N$, where $N$ is the set of all natural numbers.

Proposition 10. Let $\mathcal{K} = (\mathcal{K}, \tau, \sigma)$ be a $T_1$-topological class space. If the set $X$ is a $\tau$-inductive set, then $S = \{x \in X \mid \bar{x} \subseteq \bar{X}\}$ is $\tau$-inductive, too.

Proof. First, $\emptyset \in S$, because $\emptyset \in X$ and $\emptyset = \emptyset \subseteq \bar{X}$. Let $x \in S$. Then $\bar{x} \cup \{x\} \subseteq X$ and $\bar{x} \cup \{x\} = \bar{x} \cup \{x\}$. From $\bar{x} \subseteq \bar{X}$ and $\{x\} \subseteq X \subseteq \bar{X}$ it follows that $\bar{x} \cup \{x\} \subseteq \bar{X}$.

Proposition 11. Let $\mathcal{K}$ be a $T_1$-topological class space. If $X$ is a $\tau$-inductive set, then $S = \{x \in X \mid x$ is a $\tau$-transitive set$\}$ is $\tau$-transitive, too.

Proof. If $x \in S$, then $x$ is $\tau$-transitive. Let us prove that is $\bar{x} \cup \{x\}$ is $\tau$-transitive, too. Really, let $y \in \bar{x} \cup \{x\} = \bar{x} \cup \{x\}$. Then $y \in \bar{x}$, and from the $\tau$-transitivity of $x$, it follows that $\bar{y} \subseteq \bar{x} \subseteq \bar{x} \cup \{x\}$ or $y = x$, and so $\bar{y} \subseteq \bar{x} \subseteq \bar{x} \cup \{x\}$. $\emptyset \in S$, since $\emptyset \in X$ and $\emptyset$ is $\tau$-transitive.
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1. INTRODUCTION

Let \( \tau \) be a regular cardinal number. A (Tychonoff) space \( X \) is called \( \tau \)-metrizable or linearly uniformizable if the topology of \( X \) is generated by a uniformity \( \mathcal{U} \) on \( X \) having a well-ordered base \( B \) of order type \( \tau \) (where \( B_1 \leq B_2 \iff B_1 \supseteq B_2 \) for \( B_1, B_2 \in B \)).

These spaces were introduced by D. Kurepa in 1934 [13] (in a different form) under the name pseudo-distancial spaces (see also [13]-[18], [19], [22]-[24], [25], [5]) as probably the best generalization of the usual metric spaces. This definition is one of the equivalent formulations. Note that pseudo-distancial spaces play an important role in nonlinear numerical analysis. Nowadays there are many papers about \( \tau \)-metrizable spaces (see the paper [5] and references there in).

A characteristic property of \( \tau \)-metrizable spaces is \( \tau \)-additivity. Recall that a space \( X \) is \( \tau \)-additive if the intersections of less than \( \tau \) many open sets in \( X \) are open.

Let us mention two characterizations of \( \tau \)-metrizable spaces.

---

*Supported by the Serbian Scientific Foundation, grant N° 04M01.
1.1. ([26]) A regular space $X$ is $\tau$-metrizable if and only if it is $\tau$-additive and has a base which is the union of $\tau$ many locally finite collections of open subsets of $X$.

1.2. ([12]) A regular space $X$ is $\tau$-metrizable if and only if it is $\tau$-additive and $kdv(X) = \tau$.

(The $k$-developability degree $kdv(X)$ of a space $X$ is the smallest cardinal $\tau$ for which there exists a family $\{U_\alpha : \alpha \in \tau\}$ of open covers of $X$ with the property that for every compact set $C \subseteq X$ and its every neighborhood $V$ there is a $U_\alpha$ such that $St(C, U_\alpha) \subseteq V$.)

Another typical property of $\tau$-metrizable spaces is that they are lob-spaces. A space $X$ is called a lob-space if its every point has a linearly ordered (by the reverse inclusion) local base.

A topological group is linearly uniformizable if and only if it is a lob-space [21] and a $\tau$-metrizable topological group is a monotonically normal space (R. Heath; see [5]).

In this paper we give some results on spaces which are images of $\tau$-metrizable spaces under different kinds of continuous mappings. A new class of spaces is also considered.

The notation and terminology we use are standard and follow that of [5] and [6]. All spaces are assumed to be regular $T_1$ and all mappings are continuous surjections. $\tau$ is always a regular infinite cardinal.

2. IMAGES OF LINEARLY UNIFORMIZABLE SPACES

In the last years several results concerning images or preimages of $\tau$-metrizable spaces under some kinds of continuous mappings have been obtained. We will mention some of these results.

Let us recall some definitions. A mapping $f : X \to Y$ is:

(a) [20] biquotient if whenever $\mathcal{F}$ is a filter base in $Y$ accumulating at a point $y \in Y$, then $f^{-1}(\mathcal{F})$ accumulates at some $x \in f^{-1}(y)$;

(b) [10] $\tau$-biquotient if whenever $\{B_\alpha : \alpha \in \tau\}$ is a decreasing $\tau$-sequence of subsets of $Y$ accumulating at a point $y \in Y$, then $\{f^{-1}(B_\alpha) : \alpha \in \tau\}$ accumulates at some $x \in f^{-1}(y)$;

(c) [6] pseudo-open (or hereditarily quotient) if whenever $B$ is a subset of $Y$ and $y \in \overline{B}$, then $x \in f^{-1}(B)$ for some $x \in f^{-1}(y)$.

**Definition 1.** ([7]) A space $X$ is said to be chain-net if for every non-closed set $A \subset X$ there exists a point $x \in \overline{A} \setminus A$ and a $\tau$-sequence $(x_\alpha : \alpha \in \tau)$ in $A$ converging to $x$. $X$ is radial if for every $A \subset X$ and every $x \in \overline{A}$ there is a $\tau$-sequence $(x_\alpha : \alpha \in \tau)$ in $A$ converging to $x$. 
Definition 2. ([9]) (see also [2], [4]) A space $X$ is called biradial if whenever a filter base $\mathcal{F}$ accumulates at a point $x \in X$, then there exists a family $\mathcal{S}$ of subsets of $X$ such that:

(i) $\mathcal{S}$ is linearly ordered by $\supseteq$;

(ii) $\cap\{S : S \in \mathcal{S}\} = \{x\}$;

(iii) $\mathcal{S}$ converges to $x$;

(iv) $\mathcal{S}$ is synchronous with $\mathcal{F}$ (i.e. $S \cap F \neq \emptyset$ for every $S \in \mathcal{S}$ and every $F \in \mathcal{F}$).

Definition 3. ([10]) A space $X$ is called strongly $\tau$-radial if for every decreasing $\tau$-sequence $(A_\alpha : \alpha \in \tau)$ of subsets of $X$ accumulating at $x \in X$, there exist $x_\alpha \in A_\alpha$ such that the sequence $(x_\alpha : \alpha \in \tau)$ converges to $x$. $X$ is strongly radial if it is strongly $\tau$-radial for some cardinal $\tau$.

Images of linearly uniformizable spaces under mappings are shown in the next table. We also indicate a reference about the corresponding result. (Hušek and Kulpa [8; T.2] have proved that the class of all open images of $\tau$-metrizable orderable spaces coincides with the class of all lob-spaces $X$ having the property $\chi(x, X) = \tau$ for every non-isolated $x \in X$.)

<table>
<thead>
<tr>
<th>mapping</th>
<th>space</th>
</tr>
</thead>
<tbody>
<tr>
<td>open</td>
<td>lob [8]</td>
</tr>
<tr>
<td>pseudo-open</td>
<td>radial [7]</td>
</tr>
<tr>
<td>quotient</td>
<td>pseudo-radial [7]</td>
</tr>
<tr>
<td>biquotient</td>
<td>biradial [9]</td>
</tr>
<tr>
<td>$\tau$-biquotient</td>
<td>strongly $\tau$-radial [10]</td>
</tr>
<tr>
<td>closed irreducible 2-to-1</td>
<td>weak-butterfly [5]</td>
</tr>
<tr>
<td>closed irreducible</td>
<td>proto-metrizable [5]</td>
</tr>
</tbody>
</table>

In what follows we use the notion of the Arhangel’skii number of a space introduced by the author in 1983 (see [5]).

Definition 4. The Arhangel’skii number $A(X)$ of a space $X$ is the smallest cardinal $\tau$ such that there exists a perfect mapping $f$ from $X$ onto some $\tau$-metrizable space $Y$.

Now we are going to give some results involving the Arhangel’skii number.

Definition 5. ([10]) Let $\tau$ be a cardinal. A space $X$ is called a $\tau$-bi-$k$-space if for every filter base $\mathcal{F}$ accumulating at a point $x \in X$ there exists a
decreasing $\tau$-sequence $(S_{\alpha} : \alpha \in \tau)$ of subsets of $X$ converging to a compact set $C \subset X$ and synchronous with $F$. If $X$ is a $\tau$-bi-$k$-space for some cardinal $\tau$ we say that $X$ is a linearly bi-$k$-space.

**Definition 6.** ([11]) (a) A space $X$ is called monotonically bi-$k$ if there is a cardinal $\tau$ such that for each decreasing $\tau$-sequence $(A_\alpha : \alpha \in \tau)$ of subsets of $X$ and each $x \in \bigcap \{A_\alpha : \alpha \in \tau\}$ there exists a decreasing $\tau$-sequence $(S_\alpha : \alpha \in \tau)$ of subsets of $X$ converging to the compact set $C = \bigcap \{S_\alpha : \alpha \in \tau\}$ and having the property $x \in \bigcap \{S_\alpha : \alpha \in \tau\}$ and $x \in S_\alpha \cap A_\alpha$ for every $\alpha \in \tau$.

(b) If in the definition above all the sets $A_\alpha$ are equal to a set $A$ we call $X$ a linearly singly-bi-$k$-space.

**Definition 7.** ([10], [11]) A space $X$ is linearly singly bi-$k$ (linearly bi-$k$, monotonically bi-$k$) if and only if it is a pseudo-open (biquotient, $\tau$-biquotient) image of a space $Y$ with $A(Y) = \tau$ for some cardinal $\tau$.

Therefore, we have the following table regarding the images of spaces which admit perfect mappings onto linearly uniformizable spaces.

<table>
<thead>
<tr>
<th>mapping</th>
<th>space</th>
</tr>
</thead>
<tbody>
<tr>
<td>pseudo-open</td>
<td>linearly singly bi-$k$</td>
</tr>
<tr>
<td>biquotient</td>
<td>linearly bi-$k$</td>
</tr>
<tr>
<td>$\tau$-biquotient</td>
<td>monotonically bi-$k$</td>
</tr>
</tbody>
</table>

3. **ALMOST BIRADIAL SPACES**

In this section we introduce a new class of spaces and prove some assertions concerning this class.

A filter base $F$ is called $\omega$-directed filter base if for every countable family $A \subset F$ there exists a member $F \in F$ such that $F \subset \cap A$.

We call a space $X$ almost biradial if for every $\omega$-directed filter base $F$ on $X$ accumulating at a point $x \in X$ there is a (decreasing) chain $S$ converging to $x$ and synchronous with $F$.

For an almost biradial space $X$ let $lc(X) \leq \tau$ mean that the length of every chain $S$ in the definition of almost biradial spaces is $\leq \tau$. When $lc(X) = \omega$, $X$ is said to be an almost bisequential space (see [3], where almost bisequential spaces are defined and studied under the name weakly bisequential spaces as a generalization of bisequential spaces [1], [20]).

Clearly, every biradial space is almost biradial.

**Proposition 1.** Every almost biradial space is radial.

**Proof.** Let $A$ be a subset of an almost biradial space $X$ and $x \in A$. The family $\{A\}$ is an $\omega$-directed filter base that accumulates at $x$. Since $X$ is
almost biradial there is a decreasing chain \( S \) of subsets of \( X \) converging to \( x \) and synchronous with \( \{ A \} \). For every \( S \in S \) take a point \( x_S \in A \cap S \). We have a chain \( (x_S : S \in S) \) of points of \( A \) which converges to \( x \) and witnesses that \( X \) is a radial space.

Recall that a space \( X \) is said to be a \( P \)-space if the intersection of any countable family of open subsets of \( X \) is also open. Then we have:

**Proposition 2.** Let \( X \) be a \( P \)-space. If every subspace of \( X \) having cardinality \( \leq l_c(X)d(X) \) is almost biradial, then \( X \) is also almost biradial.

**Proof.** Let \( A \) be a dense subset of \( X \) such that \( |A| \leq \tau = l_c(X)d(X) \) and let \( \mathcal{F} \) be an \( \omega \)-directed filter base on \( X \) accumulating at some \( x \in X \). As \( X \) is a \( P \)-space, the collection

\[
\mathcal{F}_A = \{ A \cap U : U \text{ is open in } X \text{ and contains some } F \in \mathcal{F} \}
\]

is an \( \omega \)-directed filter base on \( A \) and accumulates at \( x \) (in fact, converges to \( x \)). By assumption, the set \( A \cup \{ x \} \) is almost biradial, hence there exists a chain \( S_A \) of subsets of \( A \cup \{ x \} \) converging to \( x \) and synchronous with \( \mathcal{F}_A \). The family \( \mathcal{K} = \{ \text{Cl}_X(M) : M \in \mathcal{F}_A \} \) is an \( \omega \)-directed filter base on \( X \) that converges to \( x \). The proof will be completed if we prove that \( \mathcal{K} \) is synchronous with \( \mathcal{F} \). Suppose it is not and take \( F \in \mathcal{F} \) and \( \text{Cl}_X(M) \in \mathcal{K} \) such that \( F \cap \text{Cl}_X(M) = \emptyset \). Then \( X \setminus \text{Cl}_X(M) \) is an open subset of \( X \) which contains \( F \in \mathcal{F} \) so that \( X \setminus \text{Cl}_X(M) \in \mathcal{F}_A \). Therefore, \( (X \setminus \text{Cl}_X(M)) \cap M \neq \emptyset \) which is impossible. This contradiction proves that \( \mathcal{K} \) and \( \mathcal{F} \) are synchronous.

**Remark.** If every subspace \( A \) of a space \( X \) such that \( |A| \leq l_c(X)d(X) \) is biradial, then \( X \) is itself biradial.

**Theorem 1.** Every almost radial space \( X \) of countable pseudocharacter is almost bisequential.

**Proof.** Let \( \mathcal{F} \) be an \( \omega \)-directed filter base on \( X \) accumulating at a point \( x \in X \) and let \( \{ U_i : i \in \mathbb{N} \} \) be a family of open subsets of \( X \) such that \( \cap \{ U_i : i \in \mathbb{N} \} = \{ x \} \). (We suppose that \( x \notin F_0 \) for some \( F_0 \in \mathcal{F} \), because otherwise the proof is trivial.) Since \( X \) is almost biradial, there is a chain \( S \) of subsets of \( X \) which converges to \( x \) and synchronous with \( \mathcal{F} \). For every \( i \in \mathbb{N} \) choose an element \( S_i \) in \( S \) such that \( x \in S_i \subset U_i \) and put \( S^* = \{ S_i : i \in \mathbb{N} \} \). It is clear that \( S^* \) is a chain synchronous with \( \mathcal{F} \). Let us show that \( S^* \) converges to \( x \). Suppose, on the contrary, that there exists a neighbourhood \( W \) of \( x \) such that \( S_i \setminus W \neq \emptyset \) for each \( i \in \mathbb{N} \). One can find
a member $T \in \mathcal{S}$ for which $x \in T \subset W$ holds. From the fact that $\mathcal{S}$ is a chain it follows that $T \subset \mathcal{S}$; for every $i \in \mathbb{N}$ so that we have

$$T \cap \{S_i : i \in \mathbb{N}\} \subset \{U_i : i \in \mathbb{N}\} = \{x\}.$$ 

However, $T \cap F_0 \neq \emptyset$ implies $T \cap (X \setminus \{x\}) \neq \emptyset$ and we obtain a contradiction which proves that $\mathcal{S}^*$ converges to $x$. So, $X$ is an almost bisequential space.

**Theorem 2.** Every regular ccc almost biradial $P$-space $X$ is almost bisequential.

**Proof.** Let $\mathcal{F}$ be an $\omega$-directed filter base on $X$ accumulating at a point $x \in X$. Let

$$\mathcal{A} = \{A : A \text{ is open in } X \text{ and } A \supset F \text{ for some } F \in \mathcal{F} \text{ or } x \in \text{int}(\overline{A})\}.$$ 

Since $X$ is a $P$-space the family $\mathcal{A}$ has the countable intersection property and so there is an $\omega$-directed filter base $\mathcal{B}$ containing $\mathcal{A}$. Clearly, $\mathcal{B}$ accumulates at $x$. As $X$ is an almost biradial space there exists a chain $\mathcal{S}$ of subsets of $X$ converging to $x$ and synchronous with $\mathcal{B}$. Consider the family $\mathcal{S}^* = \{\text{int}(\overline{S}) : S \in \mathcal{S}\}$. The regularity of $X$ implies that the chain $\mathcal{S}^*$ converges to $x$. We are going to show that for every $\mathcal{S}^* \in \mathcal{S}^*$ and every $F \in \mathcal{F}$ we have $\overline{\mathcal{S}^*} \cap F \neq \emptyset$. Suppose that there are $\mathcal{S}^* \in \mathcal{S}^*$ and $F \in \mathcal{F}$ such that $\overline{\mathcal{S}^*} \cap F = \emptyset$. Then $X \setminus \overline{\mathcal{S}^*} \in \mathcal{A}$ and, since the set $M = \overline{\mathcal{S}^*} \setminus \text{int}(\overline{\mathcal{S}^*})$ is nowhere dense, $X \setminus M \in \mathcal{A}$. We have

$$\mathcal{S}^* \cap (X \setminus M) \cap (X \setminus \overline{\mathcal{S}^*}) \subset \text{int}(\overline{\mathcal{S}^*}) \cap (X \setminus \text{int}(\overline{\mathcal{S}^*})) = \emptyset.$$ 

However, this contradicts the fact that $(X \setminus M) \cap (X \setminus \overline{\mathcal{S}^*}) \neq \emptyset$.

The chain $\{\overline{S} : S^* \in \mathcal{S}^*\}$ shows that in $X$ one can take chains having cardinality $\leq |\mathcal{S}^*|$. As elements of $\mathcal{S}^*$ are regular open sets and every chain consisting of such sets has cardinality $\leq c(X)$ we conclude that $\text{lcc}(X) \leq \omega$, i.e. $X$ is an almost bisequential space.

**Theorem 3.** Let $X$ be a regular almost biradial space with the Baire property. Then every point $x$ in $X$ is the limit of a chain consisting of (regular) open subsets of $X$.

**Proof.** Let $x$ be an arbitrary point in $X$. Let $\mathcal{N}$ denote the collection of all subsets of $X$ which are unions of countably many nowhere dense subsets of $X$. Of course, if $\mathcal{K}$ is a countable subcollection of $\mathcal{N}$, then $\bigcup \mathcal{K} \in \mathcal{N}$. Therefore, the family $\mathcal{F} = \{X \setminus M : M \in \mathcal{N}\}$ is an $\omega$-directed filter base on $X$, and, since every $F \in \mathcal{F}$ is a dense subset of $X$ (because $X$ has
the Baire property), $\mathcal{F}$ accumulates at $x$. Since $X$ is almost biradial there exists a chain $\mathcal{S}$ of subsets of $X$ converging to $x$ and synchronous with $\mathcal{F}$. It follows from this that $\mathcal{N} \cap \mathcal{S} = \emptyset$, hence $\mathcal{S}$ does not contain a member which is nowhere dense in $X$, i.e. for every $S \in \mathcal{S}$ we have $\text{int}(\overline{S}) \neq \emptyset$. Let $\mathcal{A} = \{\text{int}(\overline{S}) : S \in \mathcal{S}\}$. Then all elements of the chain $\mathcal{A}$ are regular open sets, $\mathcal{A}$ is synchronous with $\mathcal{F}$ and since $X$ is a regular space, this chain converges to $x$.

**Corollary 1.** If $X$ is a regular ccc almost biradial space with the Baire property, then $|X| \leq 2^\omega$.

**Proof.** Every chain in $X$ consisting of regular open subsets of $X$ cannot have more than $c(X)$ members. By the previous theorem $X$ is an almost bisequential space. The cardinality of every regular almost bisequential space is $\leq 2^{c(X)}$ [3;Prop. 6].
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Abstract. In this paper we define and study a sequence of functions \(\{K_m(z)\}_{m=-1}^{\infty}\), where \(K_{-1}(z) = \Gamma(z)\) is the gamma function and \(K_0(z) = K(z)\) is the Kurepa function \([5]–[6]\). We give several properties of \(K_m(z)\) including a discussion on their zeros and poles.
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1. INTRODUCTION

The left factorial function \(z \mapsto K(z)\) was defined by Professor DJ. Kurepa (see \([5]–[6]\)) in the following way

\[
K(z) = \int_0^\infty \frac{t^z - 1}{t-1} e^{-t} \, dt \quad (\text{Re}z > 0).
\]

Firstly, he introduced the so-called left factorial as

\[!0 = 0, \quad !n = 0! + 1! + \cdots + (n - 1)! \quad (n \in \mathbb{N})\]

and then extended it to the right side of the complex plane by (1). The function \(K(z)\) can be extended analytically to the whole complex plane by

\[
K(z) = K(z + 1) - \Gamma(z + 1),
\]

\(^{\dagger}\)This work was supported in part by the Serbian Scientific Foundation, grant number 04M03.
where $\Gamma(z)$ is the gamma function defined by

$$
\Gamma(z) = \int_0^\infty e^{-t}t^{z-1} \, dt \quad (\text{Re} z > 0) \quad \text{and} \quad z\Gamma(z) = \Gamma(z + 1).
$$

Kurepa [6] proved that $K(z)$ is a meromorphic function with simple poles at the points $z_k = -k$ ($k \in \mathbb{N} \setminus \{2\}$). Graphs of the gamma and Kurepa functions for real values of $z$ are displayed in Fig. 1.

**Fig. 1:** The gamma function $\Gamma(x) = K_{-1}(x)$ (dotted line) and the Kurepa function $K(x) = K_0(x)$ (solid line)
Slavić [10] found the representation

\[ K(z) = -\frac{\pi}{e} \cot \pi z + \frac{1}{e} \left( \sum_{n=1}^{\infty} \frac{1}{n! n} + \gamma \right) + \sum_{n=0}^{\infty} \Gamma(z - n), \]

where \( \gamma \) is Euler's constant. These formulas were also mentioned in the book [8]. A number of problems and hypotheses, especially in number theory, were posed by Kurepa and then considered by several mathematicians. For details and a complete list of references see a recent survey written by Ivić and Mijajlović [4].

In this paper we define and study a sequence of complex functions \( \{K_m(z)\}_{m=-1}^{+\infty} \), such that the first two terms are the gamma function and the Kurepa function, i.e., \( K_{-1}(z) = \Gamma(z) \) and \( K_0(z) = K(z) \). In Section 2 we give the basic definition of the sequence \( \{K_m(z)\}_{m=-1}^{+\infty} \) and main properties of such functions including their graphs for the real values of \( z \). Zeros and poles of \( K_m(z) \) are discussed in Section 3. Numerical calculations, series expansions, as well as some applications of such functions will be given elsewhere.

2. BASIC DEFINITIONS AND PROPERTIES

**Definition 1.** The polynomials \( t \mapsto Q_m(t; z), m = -1, 0, 1, 2, \ldots \) are defined by

\[ Q_{-1}(t; z) = 0, \quad Q_m(t; z) = \sum_{\nu=0}^{m} \binom{m+z}{\nu} (t - 1)^\nu. \]

For example, a few first polynomials are given by

\[ Q_0(t; z) = 1, \]
\[ Q_1(t; z) = 1 + (z + 1)(t - 1), \]
\[ Q_2(t; z) = 1 + (z + 2)(t - 1) + \frac{1}{2}(z^2 + 3z + 2)(t - 1)^2, \]
\[ Q_3(t; z) = 1 + (z + 3)(t - 1) + \frac{1}{2}(z^2 + 5z + 6)(t - 1)^2 + \frac{1}{6}(z^3 + 6z^2 + 11z + 6)(t - 1)^3. \]

It is easy to see that the following result holds:
Lemma 1. For every $m \in \mathbb{N}_0$ we have

$$Q_m(t; z) = Q_{m-1}(t; z + 1) + \frac{1}{m!}(z + 1)(z + 2) \cdots (z + m)(t - 1)^m.$$  

This Lemma can be useful for constructing the polynomials $Q_m(t; z)$. If we define $\Delta_z f(z)$ as the standard forward difference operator

$$\Delta_z f(z) = f(z + 1) - f(z),$$

then equality (2) can be expressed in the form

$$\Delta_z K_0(z) = K_{-1}(z + 1),$$

where we put $K(z) = K_0(z)$ and $\Gamma(z) = K_{-1}(z)$. Our goal here is to define the functions $K_m(z)$, $m = 1, 2, \ldots$, such that

$$\Delta_z K_m(z) = K_{m-1}(z + 1), \quad m = 0, 1, \ldots.$$  

In our considerations we also use the $k$-th order difference operator $\Delta_z^k$, defined inductively as

$$\Delta_z^0 f(z) \equiv f(z), \quad \Delta_z^k f(z) = \Delta_z \left( \Delta_z^{k-1} f(z) \right) \quad (k \in \mathbb{N}).$$

Firstly, we prove the following auxiliary result:

Lemma 2. For every $m \in \mathbb{N}_0$ we have

$$\Delta_z Q_m(t; z) = (t - 1)Q_{m-1}(t; z + 1).$$

Proof. According to previous definition we have

$$\Delta_z Q_m(t; z) = Q_m(t; z + 1) - Q_m(t; z)$$

$$= \sum_{\nu=0}^{m} \left( \begin{array}{c} m + z + 1 \\ \nu \end{array} \right) (t - 1)^\nu - \sum_{\nu=0}^{m} \left( \begin{array}{c} m + z \\ \nu \end{array} \right) (t - 1)^\nu$$

$$= \sum_{\nu=1}^{m} \left( \begin{array}{c} m + z \\ \nu - 1 \end{array} \right) (t - 1)^\nu$$

$$= (t - 1) \sum_{\nu=0}^{m-1} \left( \begin{array}{c} m - 1 + z + 1 \\ \nu \end{array} \right) (t - 1)^\nu$$

$$= (t - 1)Q_{m-1}(t; z + 1).$$

Definition 2. The sequence $\{K_m(z)\}_{m=-1}^{+\infty}$ is defined by

$$K_m(z) = \int_{0}^{+\infty} \frac{t^{z+m} - Q_m(t; z)}{(t - 1)^{m+1}} e^{-t} \, dt \quad (\text{Re} z > 0),$$

where $Q_m(t; z)$ given by (3).
Theorem 1. For $Re z > 0$ we have

$$\Delta_x K_m(z) \equiv K_m(z + 1) - K_m(z) = K_{m-1}(z + 1)$$

and

$$\Delta^i_x K_m(z) = K_{m-i}(z + i), \quad i = 1, 2, \ldots, m + 1.$$

Proof. Using Lemma 2 we obtain

$$\Delta_x (t^{z+m} - Q_m(t; z)) = t^{z+1+m} - t^{z+m} - \Delta_x Q_m(t; z)$$
$$= (t - 1)[t^{z+m} - Q_{m-1}(t; z + 1)].$$
Then
\[ \Delta_z K_m(z) = \int_0^{+\infty} \Delta_z \left[ \frac{(t^{z+m} - Q_m(t; z))}{(t - 1)^{m+1}} \right] e^{-t} \, dt \]
\[ = \int_0^{+\infty} \frac{(t^{z+m} - Q_{m-1}(t; z+1))}{(t - 1)^m} e^{-t} \, dt \]
\[ = K_{m-1}(z + 1). \]

Iterating we obtain
\[ \Delta_z^i K_m(z) = \Delta_z^{i-1} K_{m-1}(z + 1) = \Delta_z^{i-2} K_{m-2}(z + 2) = \cdots = K_{m-i}(z + i). \]

*Fig. 3: The function $K_2(x)$*
For \( i = m + 1 \) we find

\[
\Delta_x^{m+1} K_m(z) = K_{-1}(z + m + 1) = \Gamma(z + m + 1).
\]

Fig. 4: The function \( K_3(x) \)

It is easy to see that for nonnegative integers the following result holds:

**Theorem 2.** For \( n, m \in \mathbb{N}_0 \) we have

\[
K_m(n) = \sum_{i=0}^{n-1} \frac{(-1)^i}{i!} \sum_{\nu=i}^{n-1} \nu! \binom{m+n}{\nu + m + 1}, \quad K_m(0) = 0.
\]
If we put
\[ S_\nu = \nu! \sum_{i=0}^{\nu} \frac{(-1)^i}{i!} \quad (\nu \geq 0), \]
i.e., \( S_\nu = \nu S_{\nu-1} + (-1)^\nu \) with \( S_0 = 1 \), then \( K_m(n) \) can be expressed in the following form
\[ K_m(n) = \sum_{\nu=0}^{n-1} \binom{m+n}{\nu+m+1} S_\nu. \]

Since
\[ S_0 = 1, \quad S_1 = 0, \quad S_2 = 1, \quad S_3 = 2, \quad S_4 = 9, \quad S_5 = 44, \quad \text{etc.,} \]
we have
\[ K_m(0) = 0, \quad K_m(1) = 1, \quad K_m(2) = m + 2, \]
\[ K_m(3) = \frac{1}{2}(m^2 + 5m + 8), \]
\[ K_m(4) = \frac{1}{6}(m^2 + 9m^2 + 32m + 60), \]
etc.

The function \( K_m(z) \), \( m \in \mathbb{N} \), can be extended analytically to the whole complex plane by
\[ K_m(z) = K_m(z + 1) - K_{m-1}(z + 1). \]

Suppose that we have analytic extensions for all functions \( K_\nu(z) \), \( \nu < m \). Using (4) and (5) we define \( K_m(z) \) at first for \( z \) satisfying \( \text{Re} z > -1 \), then for \( \text{Re} z > -2 \), etc. In this way we obtain the function \( K_m(z) \) in the whole complex plane.

An evaluation of the Kurepa function \( K_0(z) \) for some specific \( z \) in \((0, 1)\), using quadrature formulas with relatively small accuracy, was made by Slavič and the author of this paper (see [6]). Recently, we [9] gave power series expansions of the Kurepa function \( K_0(a + z) \), \( a \geq 0 \), and determined numerical values of their coefficients \( b_\nu(a) \) for \( a = 0 \) and \( a = 1 \), in high precision (Q-arithmetic with machine precision \( \approx 1.93 \times 10^{-34} \)). Using an asymptotic behaviour of \( b_\nu(a) \), when \( \nu \to \infty \), we gave a transformation of series with much faster convergence. Also, we obtained the Chebyshev expansions for \( K_0(1 + z) \) and \( 1/K_0(1 + z) \). For similar expansions of the gamma function see, e.g., Davis [2], Luke [7], Fransén and Wrigge [3], and Bohman and Fröberg [1].

Graphs of functions \( K_m(x) \), \( m = 1, 2, 3 \), for real values of \( x \) are displayed in figures 2, 3, and 4, respectively.
3. ZEROS AND POLES

Firstly, we prove:

**Theorem 3.** For each \( m \in \mathbb{N}_0 \) we have

\[
K_m(-n) = 0, \quad n = 0, 1, \ldots, m.
\]

**Proof.** For \( m = 0 \) the statement is true \((K_0(0) = 0)\).

Suppose that (6) holds. Then, for \( n = 0, 1, \ldots, m \), we have

\[
K_{m+1}(-n - 1) = K_{m+1}(-n) - K_m(-n) = K_{m+1}(-n).
\]

Since \( K_{m+1}(0) = 0 \), we conclude that

\[
K_{m+1}(-1) = K_{m+1}(-2) = \cdots = K_{m+1}(-m) = K_{m+1}(-m - 1).
\]

Similarly as in [6] we can conclude that the function \( K_m(z) \) \((m \geq 1)\) has an infinite strictly decreasing sequence \( \{\xi_k^{(m)}\}_{k=0}^{+\infty} \) of zeros

\[
\xi_0^{(m)} = 0, \quad \xi_1^{(m)} = -1, \quad \ldots, \quad \xi_m^{(m)} = -m,
\]

\[
\xi_k^{(m)} \in (-k - 1, -k) \quad (m + 1 \leq k \in \mathbb{N}).
\]

Poles of \( K_m(z) \) are in the points \( z_n^{(m)} = -n \) \((n = m + 1, m + 2, \ldots)\), except the point \( z_2^{(0)} \) when \( K_0(z_2^{(0)}) = K_0(-2) = 1 \).

The poles of gamma function \( \Gamma(z) = K_{-1}(z) \) are \( z_n^{(-1)} = -n \), \( n = 0, 1, \ldots \), with the corresponding residues

\[
\text{Res}_{z=-n} \Gamma(z) = \frac{(-1)^n}{n!} \quad (n = 0, 1, \ldots).
\]

Putting

\[
R_n^{(m)} = \text{Res}_{z=-n} K_m(z) \quad (n \geq m + 1),
\]

we can prove by induction the following result:

**Theorem 4.** For every \( n \geq m + 3 \) we have that

\[
R_n^{(m)} = R_{m+2}^{\infty} - \sum_{\nu=m+2}^{n-1} R_{\nu}^{(m-1)},
\]

where

\[
R_{m+1}^{(m)} = (-1)^{m+1}, \quad R_{m+2}^{(m)} = m(-1)^{m+1}.
\]
For $m = 0$ Theorem 4 reduces to Kurepa's result [6], §6:

$$R_1^{(0)} = \text{Res}_{z=-1} K_0(z) = -1,$$

$$R_n^{(0)} = \text{Res}_{z=-n} K_0(z) = -\sum_{\nu=2}^{n-1} \frac{(-1)\nu}{\nu!} = -\frac{1}{n} \quad (n \geq 3).$$

We note that $z = -2$ is not a pole of $K_0(z)$ ($R_2^{(0)} = 0$).
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Let $X$ and $Y$ be metric spaces. The following theorem is well-known.

Theorem 1. The map $f : X \to Y$ is continuous if for every sequence $(x_n)$ in $X$ from

(1) $\lim_{n \to \infty} x_n = x_0$

it follows

(2) $\lim_{n \to \infty} f(x_n) = f(x_0)$.

The purpose of this paper is to state a theorem of the above type for uniformly continuous maps.

Of course directly from the definition the following theorem can be stated: The map $f : X \to Y$ is uniformly continuous if for any two sequences $(x_n), (y_n)$ in $X$ from

(3) $\lim_{n \to \infty} d(x_n, y_n) = 0$
it follows

\[ \lim_{n \to \infty} d(f(x_n), f(y_n)) = 0. \]

The idea is to eliminate some of the sequences. It is clear that if a map is continuous then for the uniform continuity only the sequences which are not contained in a compact subset are of interest. We can make a further selection, i.e. only sequences are of interest which tend to an end of \( X \).

The notion of end can be found in the papers of Freudenthal [3], [4] (also [1], [2]). The crucial point in the proof is Theorem 4, a modified version of Theorem 3 from [5].

**Lemma 2.** Let \( X \) be connected, and let \( Q \) be an open nonempty subset of \( X \), \( Q \neq X \). Then \( \overline{Q} \setminus Q \neq \emptyset \).

**Proof.** If the statement of the lemma is not true, i.e. \( \overline{Q} = Q \), then \( Q \) is a closed subset of \( X \). Then \( Q \) is open and closed at the same time and \( Q \neq X \), and it follows that \( X \) is not connected.

This is a contradiction, so the statement of the lemma must be true.

**Theorem 3.** Let \( X \) be connected, locally connected, \( T_2 \) and locally compact. Let \( K \subset X \), \( K \) compact. If \( K \subset V \) where \( V \) is open, then \( V \) contains all components of \( X \setminus K \), but finitely many.

**Proof.** Let \( \{Q_b \mid b \in B\} \) be the set of components of \( X \setminus K \). Let \( \{Q_a \mid a \in A\} \) be the set of components of \( X \setminus K \) which are not completely contained in \( V \), i.e.

\[ Q_a \cap (X \setminus V) \neq \emptyset. \]

Since \( X \) is locally connected each \( Q_a \) is open. From Lemma 2, \( \overline{Q_a} \setminus Q_a \neq \emptyset \), and it follows that

\[ \overline{Q_a} \cap K \neq \emptyset. \]

Since \( X \) is locally compact, it follows that for every \( x \in K \), there exists a neighborhood \( U_x \subset V \) such that \( U_x \) is compact.

The covering of \( K \), \( \{U_x \mid x \in K\} \) contains a finite subcovering \( \{U_{x_1}, U_{x_2}, \ldots, U_{x_n}\} \). If we put

\[ U = U_{x_1} \cup U_{x_2} \cup \cdots \cup U_{x_n}, \]

then \( U \) is compact.
From \( Q_a \cap K \neq \emptyset \) it follows that \( Q_a \cap U \neq \emptyset \). Also \( Q_a \cap U \) is open in \( Q_a \) and we can apply Lemma 2 in the space \( Q_a \). Then we have

\[
(8) \quad (Q_a \cap \overline{U}) \setminus (Q_a \cap U) \neq \emptyset
\]
i.e.

\[
(9) \quad Q_a \cap (\overline{U} \setminus U) \neq \emptyset.
\]

Also each point of \( \overline{U} \setminus U \) is in some \( Q_b, \; b \in B \).

Since \( \overline{U} \setminus U \) is compact it follows that there exists a finite covering \( \{ Q_{b_1}, Q_{b_2}, \ldots, Q_{b_p} \} \) of \( \overline{U} \setminus U \). But for every \( a \in A \),

\[
(10) \quad Q_a \in \{ Q_{b_1}, Q_{b_2}, \ldots, Q_{b_p} \}
\]
i.e. \( A \) is finite.

**Definition.** We call a subspace of \( X \) essential if it is not contained in any compact subset of \( X \).

**Theorem 4.** Let \( X \) be \( T_2 \), connected, locally connected and locally compact. Then for every compact \( C \) there exists a compact \( D, \; C \subset D \), such that \( X \setminus D \) has only a finite number of components.

Moreover, \( D \) can be chosen such that each of the finite number of components of \( X \setminus D \) is essential.

**Proof.** Let \( C \) be compact in \( X \). Since \( X \) is locally compact there exists an open set \( U \) and a compact \( K' \) such that \( C \subset U \subset K' \). By the previous theorem, \( U \) contains all the components of \( X \setminus C \) except a finite number.

For a given nonessential component of \( X \setminus C \) not contained in \( U \), there exists a compact set which contains this component. Because the number of these components is finite, it follows that there exists a compact set \( K \), such that \( K \subset K' \), and \( K \) contains all nonessential components of \( X \setminus C \).

Let \( \{ Q_a \mid a \in A \} \) be all nonessential components of \( X \setminus C \). We put

\[
(11) \quad D = \bigcup_{a \in A} Q_a \bigcup C.
\]

Then \( X \setminus D \) is a union of essential components of \( X \setminus C \). Since \( X \) is locally connected, every component of \( X \setminus C \) is open, and it follows that \( X \setminus D \) is open, i.e. \( D \) is closed. From \( D \subset K \) we have that \( D \) is compact.

Moreover, \( X \setminus D \) contains only a finite number of components and all components are essential.
To state the main theorem we need the definition of the notion of end. We denote by $S(X \setminus C)$ the set of components of connectedness of $X \setminus C$ for any compact set $C$ in $X$. Then the set of ends $E(X)$ of $X$ is:

\[ E(X) = \lim_{\to} S(X \setminus C) \]

where the inverse limit is taken over all compact subsets $C$ of $X$.

**Definition.** A sequence of compacts $(C_n)$ in $X$,

\[ C_1 \subset C_2 \subset C_3 \subset \cdots \]

is cofinal if:

\[ \bigcup_{n=1}^{\infty} C_n = X \]

and any compact subset $C$ in $X$ is contained in some $C_n$.

**Lemma 5.** In any locally compact, $T_2$ space with a countable basis there exists a cofinal sequence of compacts.

**Proof.** Let $\mathcal{B}$ be a countable basis for $X$. Then for each point $x \in X$ there exists a $B_x \in \mathcal{B}$ and a compact set $K_x$ such that $x \in B_x \subset K_x$. The set $\mathcal{A} = \{B_x \mid x \in X\}$ is also countable, i.e.

\[ \mathcal{A} = \{B_x \mid x \in X\} = \{B_1, B_2, B_3, \ldots\}, \]

and

\[ \bigcup_{n=1}^{\infty} \overline{B}_n = X. \]

Let $C_1 = \overline{B}_1$, $C_2 = \overline{B}_1 \cup \overline{B}_2$, $C_3 = \overline{B}_1 \cup \overline{B}_2 \cup \overline{B}_3$, $\ldots$. Then $(C_n)$ is the required cofinal sequence of compacts. To prove this let $C$ be an arbitrary compact subset of $X$. Then $C$ can be covered by a finite number of sets from $\mathcal{A}$. Let $n$ be the largest index of these sets. Then $C \subset C_n$.

For spaces $X$ in which there exists a cofinal sequence of compacts $(C_n)$,

\[ C_1 \subset C_2 \subset C_3 \subset \cdots \]

the set of ends $E(X)$ consists of all sequences

\[ Q_1 \supset Q_2 \supset Q_3 \supset \cdots \]
where \( Q_i \in S(X \setminus C_i) \).

The definition does not depend on the choice of the cofinal sequence \((C_n)\). It follows that for fixed cofinal sequence \((C_n)\) in \( X \) each end of \( X \) is uniquely determined by a sequence \( Q_1 \supset Q_2 \supset Q_3 \supset \cdots \).

**Definition.** The sequence \((x_k)\) in \( X \) has the limit at the end \( q \) determined by the sequence \( Q_1 \supset Q_2 \supset Q_3 \supset \cdots \) \((x_k)\) tends to the end \( q \) if for any \( n \), there exists an index \( k_0 \) such that

\[
(17) \quad x_k \in Q_n,
\]

for all \( k \geq k_0 \).

**Theorem 6.** Let \( X \) be a separable metric space, locally compact, connected and locally connected. Let \( Y \) be a metric space and \( f : X \to Y \) be a continuous map. Then \( f \) is uniformly continuous if for any sequence \((x_n)\) in \( X \) such that \((x_n)\) tends to some end of \( X \), and another sequence \((y_n)\) from

\[
(18) \quad \lim_{n \to \infty} d(x_n, y_n) = 0
\]

it follows that

\[
(19) \quad \lim_{n \to \infty} d(f(x_n), f(y_n)) = 0.
\]

**Proof.** Suppose that the theorem is not true, i.e. function \( f \) is not uniformly continuous. This means: there exists an \( \varepsilon > 0 \), such that for any \( \delta > 0 \) there exist \( x, y \in X \), such that \( d(x, y) < \varepsilon \), and \( d(f(x), f(y)) \geq \varepsilon \).

We choose a cofinal sequence of compact sets

\[
C_1 \subset C_2 \subset C_3 \subset \cdots
\]

such that each \( X \setminus C_n \) has only a finite number of components.

We define subset \( P(X \setminus C_n) \) of the set of components of \( X \setminus C_n \) in the following way: \( Q_n \in P(X \setminus C_n) \) if and only if there exists a point \( x_n \in Q_n \), and a point \( y_n \in X \) such that:

\[
(20) \quad d(x_n, y_n) < \frac{1}{n},
\]

and

\[
(21) \quad d(f(x_n), f(y_n)) \geq \varepsilon.
\]
Let
\[ \prod_n = \{(Q_1, Q_2, \ldots, Q_n) \mid Q_i \in P(X \setminus C_i), \ i = 1, 2, \ldots, n, \]
\[ Q_1 \supset Q_2 \supset \cdots \supset Q_n \} \]
and
\[ \prod_\infty = \{(Q_1, Q_2, \ldots, Q_n, \ldots) \mid Q_i \in P(X \setminus C_i), \ i = 1, 2, \ldots, \]
\[ Q_1 \supset Q_2 \supset \cdots \supset Q_n \supset \cdots \} \]

Since \( f \) is uniformly continuous on each compact \( C_n \), it follows that \( P(X \setminus C_n) \neq \emptyset, \ n = 1, 2, \ldots \). For any \( Q_{i+1} \in P(X \setminus C_{i+1}) \) there exists a component \( Q_i \in P(X \setminus C_i) \) such that \( Q_{i+1} \subset Q_i \). It follows that \( \prod_n \neq \emptyset \) for all indices \( n \).

We have to prove that \( \prod_\infty \neq \emptyset \).

There exists \( Q_1^0 \in P(X \setminus C_1) \) such that for each \( n \) there exists an \( n \)-tuple (which depends on \( n \)), \( (Q_1, Q_2, \ldots, Q_n) \in \prod_n \) (if this is not true, then starting from some \( n_0 \), \( \prod_\infty = \emptyset \) for all \( n \geq n_0 \) because \( P(X \setminus C_1) \) is finite).

Suppose we have
\[ (Q_1^0, Q_2^0, \ldots, Q_j^0) \in \prod_j \]
such that for each \( n \geq j \) there exists an \( n \)-tuple (which depends on \( n \)),
\[ (Q_1^0, Q_2^0, \ldots, Q_j^0, Q_{j+1}, \ldots, Q_n) \in \prod_n \]
Then there exists \( Q_{j+1}^0 \in P(X \setminus C_{j+1}) \), such that for each \( n \) there exists an \( n \)-tuple (which depends on \( n \)),
\[ (Q_1^0, Q_2^0, \ldots, Q_j^0, Q_{j+1}^0, \ldots, Q_n) \in \prod_n \]
(if this is not true then we will have that there exists \( n_0 \), such that \( \prod_n = \emptyset \), for all \( n \geq n_0 \)).

In this way a sequence
\[ (Q_1^0, Q_2^0, \ldots, Q_j^0, Q_{j+1}^0, \ldots) \in \prod_\infty, \]
is constructed, such that
\[ Q_1^0 \supset Q_2^0 \supset \cdots \supset Q_j^0 \supset Q_{j+1}^0 \supset \cdots \]
i.e. this sequence determines an end of \( X \).
From the construction there exists a point $x_j \in Q_j^0$, and a point $y_j \in X$ such that:

\begin{equation}
(28) \quad d(x_j, y_j) < \frac{1}{j},
\end{equation}

and

\begin{equation}
(29) \quad d(f(x_j), f(y_j)) \geq \epsilon.
\end{equation}

Further, since the sequence $(x_n)$ tend to an end of $X$, we have a contradiction.

The conclusion is that the map $f$ must be uniformly continuous.

**Corollary.** Let $X$ be a connected manifold (with or without boundary), $Y$ a metric space and $f : X \to Y$ a continuous map. Then $f$ is uniformly continuous if for any sequence $(x_n)$ in $X$ such that $(x_n)$ tends to some end of $X$, and another sequence $(y_n)$ from

\begin{equation}
(30) \quad \lim_{n \to \infty} d(x_n, y_n) = 0
\end{equation}

it follows that

\begin{equation}
(31) \quad \lim_{n \to \infty} d(f(x_n), f(y_n)) = 0.
\end{equation}
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Let us give a definition of linear operator $L$, or more precisely $L(q, a)$, which is the object of our investigations. Its domain consists of functions $y(x)$, from $L_2(0, \pi)$, satisfying $y'' \in L_2(0, \pi)$, and $y(0) = y(\pi) = 0$. For such functions $y(x)$, we put $Ly = -y'' + q(x)y + y(a)$. Here, $q(x)$ is a complex-valued function, called a potential. We assume that the potential is a summable function, i.e. $q(x) \in L_1(0, \pi)$, if not specified otherwise. Here, $0 < a < \pi$.

Let us also formulate a corresponding boundary problem with a spectral parameter $\lambda = z^2$:

(1) \[-y''(x) + q(x)y(x) + y(a) = \lambda y(x),\]

(2) \[y(0) = 0,\]

(3) \[y(\pi) = 0.\]
In the first part of the present paper, we will investigate the asymptotic behaviour of the eigenvalues of the problem (1)-(3). In the second part, an integral equation, on the unknown \( q(x) \), is derived. Using this equation, the main result of the present paper is obtained. We prove that one sequence of eigenvalues determines both potential \( q \) and parameter \( a \), under certain restrictions, in the case of symmetric potential, \( q(x) = q(\pi - x) \). Various questions of spectral theory, for the operator \( L \) and for similar operators, were studied in earlier papers. In paper [1], an expansion problem is solved. In our paper [2], a trace formula is obtained.

**Theorem 1.** If the function \( q(x) \) has a bounded variation derivation, then the following formula, for eigenvalues \( \lambda_n \) \( (n = 1, 2, \ldots) \) of the problem (1)-(3), holds:

\[
\lambda_n = n^2 + C_1 + \frac{1}{n} \cdot C_2(n) + O(n^{-2}),
\]

where

\[
C_1 = \frac{1}{\pi} \int_0^\pi q(t) dt, \quad C_2(n) = 2 \cdot \int_0^\pi [1 - (-1)^n] \sin an.
\]

**Proof.** Equation (1) with condition (2) is equivalent to the integral equation

\[
y(x, z) = c_2 \sin zx + y(a) \cdot \frac{1 - \cos zx}{z^2} + \frac{1}{z} \int_0^x q(t) \sin z(x - t) y(t, z) dt,
\]

where \( c_2 \) denotes an arbitrary constant. Equation (5) can be solved by the method of successive approximations. We will introduce the necessary notations:

\[
T_l = (t_1, t_2, \ldots, t_l), \quad l \geq 1, \quad Q(T_l) = \prod_{k=1}^l q(t_k), \quad dT_l = dt_1 dt_2 \ldots dt_l,
\]

\[
D_l = \{ T_l \mid 0 \leq t_1 \leq \pi, 0 \leq t_2 \leq t_1, \ldots, 0 \leq t_l \leq t_{l-1} \},
\]

\[
D^1_l = \{ T_l \mid 0 \leq t_1 \leq a, 0 \leq t_2 \leq t_1, \ldots, 0 \leq t_l \leq t_{l-1} \},
\]

\[
S(z, T_l) = \sin z(\pi - t_1) \sin z t_l \prod_{k=1}^{l-1} \sin z(t_k - t_{k+1}),
\]

\[
S^1(z, T_l) = \sin z(a - t_1) \sin z t_l \prod_{k=1}^{l-1} \sin z(t_k - t_{k+1}),
\]
\[ C(z, T_i) = \sin z(\pi - t_1)[1 - \cos zt_1] \prod_{k=1}^{l-1} \sin z(t_k - t_{k+1}), \]
\[ C^1(z, T_i) = \sin z(a - t_1)[1 - \cos zt_1] \prod_{k=1}^{l-1} \sin z(t_k - t_{k+1}), \]
\[ \varphi(\pi, z) = \sin \pi z + \frac{1}{z} \int_0^{\pi} q(t_1) \sin z(\pi - t_1) \sin zt_1 \, dt_1 \]
\[ + \sum_{l=2}^{\infty} \frac{1}{z^l} \int_{D_l} Q(T_l) S(z, T_l) \, dT_l, \]
\[ \psi(\pi, z) = \frac{1 - \cos \pi z}{z^2} \]
\[ + \sum_{l=1}^{\infty} \frac{1}{z^{l+2}} \int_{D_l} Q(T_l) C(z, T_l) \, dT_l. \]

Now, let \( x = \pi \) in equation (5), and let the boundary condition (3) be used. So, the characteristic equation for \( L \), i.e., an equation having eigenvalues (their square roots) as solutions, is derived:

\[ \Phi(z, a) = \varphi(\pi, z)[1 - \psi(a, z)] + \varphi(a, z)\psi(\pi, z) = 0. \]  

To determine the asymptotic behaviour of the zeros of \( \Phi(z, a) \), Horn’s iterative method can be applied. So, if we write

\[ z_n = n + \frac{1}{n} c_1(n) + \frac{1}{n^2} c_2(n) + O(n^{-3}), \]

then using (6), we find,

\[ c_1(n) = \frac{1}{2\pi} \int_0^{\pi} q(t) \, dt - \frac{1}{2\pi} \int_0^{\pi} q(t) \cos 2nt \, dt, \]
\[ c_2(n) = \frac{1 - (-1)^n}{\pi} \sin an + \frac{C_1}{2\pi} \int_0^{\pi} (\pi - 2t)q(t) \sin 2nt \, dt. \]

The function \( q'(x) \) has a bounded variation, therefore one integration by parts is allowed, and we find

\[ c_1(n) = \frac{1}{2\pi} \int_0^{\pi} q(t) \, dt + O(n^{-2}), \]
\[ c_2(n) = \frac{1 - (-1)^n}{\pi} \sin an + O(n^{-1}). \]
Finally,
\[ z_n = n + \frac{1}{2\pi n} \int_0^\pi q(t) dt + \frac{1}{n^2} \cdot \frac{1 - (-1)^n}{\pi} \sin an + O(n^{-3}). \]

All that remains is to raise to the square, i.e. to compute \( \lambda_n = z_n^2 \) \( (n \in N) \). Formula (4) is derived. The proof is completed.

With the help of the previous theorem, part of the inverse spectral problem may be solved right away. Let the sequence \( \{\lambda_n\}_{n=1}^\infty \), representing the spectrum of some operator \( L \) from the earlier-described class, be given. Can the number \( a \) be determined (according to this sequence)? Let us form a sequence:
\[ \beta_n(a) = \frac{\lambda_{2n+3} - (2n + 3)^2 - \lambda_{2n-3} + (2n - 3)^2}{\lambda_{2n+1} - (2n + 1)^2 - \lambda_{2n-1} + (2n - 1)^2}. \]

From (4), it is easy to conclude:

\[ \lim_{n \to \infty} \beta_n(a) = \frac{\sin 3a}{\sin a}. \]  

(7)

Thus, when the spectrum is known, the expression on the right side of (7) is known, i.e. \( a \) is found.

We want to form an equation on unknown \( q(x) \). Let us consider some operator \( L(q, a) \) defined by (1)-(3). Let \( \{\lambda_n\}_{n=1}^\infty \) be the sequence of its eigenvalues. The characteristic function \( \Phi(z) \), from (6), of this operator, can be presented in two manners:

\[ \Phi(z) = A \cdot z \cdot \prod_{n=1}^\infty \left(1 - \frac{z^2}{\lambda_n}\right), \quad A = \pi \prod_{n=1}^\infty \frac{n^2}{\lambda_n}, \]

(8)

\[ \Phi(z) = \varphi(\pi, z, q)[1 - \psi(a, z, q)] + \varphi(a, z, q)\psi(\pi, z, q). \]

(9)

The function \( \varphi(x, z, q) \) is defined by:
\[ \varphi(x, z, q) = \sin xz + \frac{1}{z} \int_0^x q(t_1) \sin (x - t_1) \sin zt_1 dt_1 + \frac{1}{z^2} \int_0^x \int_0^{t_1} q(t_1)q(t_2) \sin z(x - t_1) \sin zt_2 \sin z(t_1 - t_2) dt_2 dt_1 + \cdots, \]
and analogously for \( \psi(x, z, q) \).
Since the two representations (8) and (9) hold for every \( z \in C \), we set \( z = m \) (\( m \) - natural), and thus we get the sequence of equations:

\[
\pi \prod_{n=1}^{\infty} \frac{n^2}{\lambda_n} \cdot m \cdot \prod_{n=1}^{\infty} \left(1 - \frac{m^2}{\lambda_n}\right) = \varphi(\pi, m, q)[1 - \psi(a, m, q)] + \varphi(a, m, q)\psi(\pi, m, q).
\]

(10)

We wish to establish a connection between the \( \lambda_n \) (given objects) and Fourier’s coefficients (unknown) of the potential \( q \). Let

\[
a_{2m} = \int_{0}^{\pi} q(t) \cos 2mtdt.
\]

Let us introduce the new notations:

\[
\Delta_2 \varphi(\pi, m, q) = \sum_{l=2}^{\infty} \frac{1}{m^l} \int_{D_l} Q(T_l)S(m, T_l)dT_l,
\]

\[
\Delta_1 \varphi(a, m, q) = \sum_{l=1}^{\infty} \frac{1}{m^l} \int_{D_l} Q(T_l)S^1(m, T_l)dT_l =
\]

\[
= \frac{1}{m} \int_{0}^{a} q(t) \sin m(a - t) \sin mt \, dt + \Delta_2 \varphi(a, m, q),
\]

\[
\Delta_1 \psi(\pi, m, q) = \frac{(-1)^{m+1}}{m^3} \int_{0}^{\pi} q(t) \sin mt[1 - \cos mt] \, dt +
\]

\[
+ \sum_{l=2}^{\infty} \frac{1}{m^{l+2}} \int_{D_l} Q(T_l) \cdot C(m, T_l)dT_l =
\]

\[
= \frac{(-1)^{m+1}}{m^3} \int_{0}^{\pi} q(t) \sin mt[1 - \cos mt] \, dt + \Delta_2 \psi(\pi, m, q),
\]

\[
\Delta_1 \psi(a, m, q) = \frac{1}{m^3} \int_{0}^{a} q(t) \sin m(a - t)[1 - \cos mt] \, dt + \Delta_2 \psi(a, m, q).
\]

Hence,

\[
\varphi(\pi, m, q) = \frac{(-1)^m}{2m}a_{2m} + \Delta_2 \varphi(\pi, m, q),
\]

\[
\psi(a, m, q) = \frac{1 - \cos am}{m^2} + \Delta_1 \psi(a, m, q),
\]

\[
\varphi(a, m, q) = \sin am + \Delta_1 \varphi(a, m, q),
\]

\[
\psi(\pi, m, q) = \frac{1 - (-1)^m}{m^2} + \Delta_1 \psi(\pi, m, q).
\]
Consequently,

\[
\varphi(\pi, m, q)\left[1 - \psi(a, m, q)\right] = \frac{(-1)^m}{2m} \left[1 - \frac{1 - \cos am}{m^2}\right] a_{2m} + \\
\left[1 - \frac{1 - \cos am}{m^2}\right] \Delta_2 \varphi(\pi, m, q) - \varphi(\pi, m, q) \Delta_1 \psi(a, m, q),
\]

and

\[
\varphi(a, m, q)\psi(\pi, m, q) = \frac{1 - (-1)^m}{m^2} \sin am + \frac{(-1)^{m+1}}{m^3} \sin am.
\]

\[
\int_0^\pi q(t) \sin mt \, dt - \frac{1}{2} \int_0^\pi q(t) \sin 2mt \, dt + \frac{1 - (-1)^m}{m^2}.
\]

\[
\int_0^a q(t) \sin m(a - t) \, dt + \varphi(a, m, q) \Delta_2 \psi(\pi, m, q) + \Delta_2 \varphi(a, m, q) \psi(\pi, m, q).
\]

The equations (10) take a new form, after the relations (11) and (12) are used (for \(m \in N\)):

\[
\Phi(m) - \frac{1 - (-1)^m}{m^2} \sin am = \frac{(-1)^m}{2m} \left[1 - \frac{1 - \cos am}{m^2}\right] a_{2m} + \\
+ \frac{(-1)^{m+1}}{m^3} \sin am \cdot \left[\int_0^\pi q(t) \sin mt \, dt - \frac{1}{2} \int_0^\pi q(t) \sin 2mt \, dt\right] + \\
+ \frac{1 - (-1)^m}{m^3} \int_0^a q(t) \sin m(a - t) \, dt + \\
+ \left[1 - \frac{1 - \cos am}{m^2}\right] \Delta_2 \varphi(\pi, m, q) - \varphi(\pi, m, q) \Delta_1 \psi(a, m, q) + \\
+ \varphi(a, m, q) \Delta_2 \psi(\pi, m, q) + \Delta_2 \varphi(a, m, q) \psi(\pi, m, q).
\]

At this stage, we have to put some limitations on the potential. We assume that

\[
\int_0^\pi q(t) \, dt = 0.
\]

Also, let

\[
q(\pi - x) = q(x).
\]

These two conditions do not restrict the generality of our analysis. The last condition implies \(b_{2m} = \int_0^\pi q(t) \sin 2mt \, dt = 0\), i.e. the potential \(q\) is
determined by its Fourier coefficients $a_{2m}$ (because $0 \leq x \leq \pi$). Let us look at the relation (13) when the number $m$ is even. Then, on the right side, the second and the third member vanish, if the additional supposition is made that $q$ is already determined by its coefficients of the form $a_{4m}$. Therefore, let also

$$q\left( \frac{\pi}{2} - x \right) = q(x).$$

(16)

In view of the previous suppositions, (13) can be rewritten as

$$\Phi(2m) = \frac{1}{4m} \left[ 1 - \frac{1 - \cos 2am}{(2m)^2} \right] a_{4m} + \left[ 1 - \frac{1 - \cos 2am}{(2m)^2} \right] \Delta_2 \varphi(\pi, 2m, q)$$

$$\varphi(\pi, 2m, q) \Delta_1 \psi(a, 2m, q) + \varphi(a, 2m, q) \Delta_2 \psi(\pi, 2m, q) +$$

$$+ \Delta_2 \varphi(a, 2m, q) \psi(\pi, 2m, q).$$

(17)

Set

$$\xi_m = \frac{1}{4m} \left[ 1 - \frac{1 - \cos 2am}{(2m)^2} \right],$$

and besides $\xi_m \neq 0$ for every $m \in N$. Let

$$A_{4m} = \frac{1}{\xi_m} \Phi(2m).$$

We also put

$$a_{4m}(q, a) = -4m \Delta_2 \varphi(\pi, 2m, q) +$$

$$+ \frac{1}{\xi_m} \left[ \varphi(\pi, 2m, q) \Delta_1 \psi(a, 2m, q) - \varphi(a, 2m, q) \Delta_2 \psi(\pi, 2m, q) -$$

$$- \Delta_2 \varphi(a, 2m, q) \psi(\pi, 2m, q) \right].$$

(18)

Now, (17) receives the form

$$a_{4m} = A_{4m}(\lambda_n, a) + a_{4m}(q, a), \ m \in N.$$  

(19)

It is easy to show that $A_{4m} \to 0$ when $m \to \infty$, and that the series

$$\sum_{m=1}^{\infty} A_{4m} \cos 4mx$$

converges. Thereby, the numbers $A_{4m}$ are Fourier's coefficients of some function from $L_1(0, \pi)$. Let $L'_1(0, \pi)$ denote the subspace of $L_1(0, \pi)$ consisting of all elements satisfying the conditions (14)-(16). By means of previous examinations, the following result is already proved.
Theorem 2. Let $q \in L_1'(0, \pi)$. Let $\lambda_n$ ($n = 1, 2, \ldots$) be the eigenvalues of the operator $L(q, a)$; for $L(q, a)$, see formulas (1)-(3). Then, the system of equations (19) holds, expressing a connection between the Fourier’s coefficients $a_m$ of this potential $q$ and these eigenvalues $\lambda_n$.

Set

\begin{equation}
 f(x) = \frac{2}{\pi} \sum_{m=1}^{\infty} A_m \cos 4mx.
\end{equation}

We shall multiply every equation of system (19) by $\frac{2}{\pi} \cos 4mx$, and, after that, we shall sum up. As a result,

\begin{equation}
 q(x) = f(x) + \frac{2}{\pi} \sum_{m=1}^{\infty} \alpha_{4m}(q, a) \cos 4mx.
\end{equation}

After the substitution $h(x) = q(x) - f(x)$ is carried out, (21) transforms into

\begin{equation}
 h(x) = \frac{2}{\pi} \sum_{m=1}^{\infty} \alpha_{4m}(f + h, a) \cos 4mx.
\end{equation}

For equation (22), the uniqueness of the solution will be studied, whereby we rewrite (22) as:

\begin{equation}
 h = T(h),
\end{equation}

where, clearly, $T(h)$ is a nonlinear operator acting by the rule:

\begin{equation}
 T(h) = \frac{2}{\pi} \sum_{m=1}^{\infty} \alpha_{4m}(f + h, a) \cos 4mx.
\end{equation}

We shall demonstrate that Banach’s theorem about a fixed-point can be applied to the operator $T$ and to some ball with centre $f$. We assume that $T$ acts in the space $L_1(0, \pi)$, i.e. we use the norm $||h|| = \int_0^\pi |h(t)| dt$. With a certain liberty, we shall write $F(T_i) + H(T_i)$ for \( \prod_{k=1}^{l} (f(t_k) + h(t_k)) \).

In accordance with the right side of formula (18), the expression for $T(h)$ can be divided into four parts $T_0(h) + T_1(h) + T_2(h) + T_3(h)$, where:
(24) \[ T_0(h)(x) = -\sum_{m=1}^{\infty} 4m \cdot \cos 4mx \cdot \sum_{l=2}^{\infty} \frac{1}{(2m)^l} \int_{D_l} \left[ F(T_{1_l}) + H(T_{1_l}) \right] S(2m, T_{1_l})dT_{1_l}, \]

\[ T_1(h)(x) = \sum_{m=1}^{\infty} \frac{1}{\xi_m} \cdot \cos 4mx \cdot \sum_{l=1}^{\infty} \frac{1}{(2m)^{l+1}} \int_{D_{l+1}} \left[ F(T_{1_{l+1}}) + H(T_{1_{l+1}}) \right] S(2m, T_{1_{l+1}})dT_{1_{l+1}}, \]

(25) \[ \sum_{l_3=1}^{\infty} \frac{1}{(2m)^{l_3+2}} \int_{D_{l_3}} \left[ F(T_{1_{l_3}}) + H(T_{1_{l_3}}) \right] C^2(2m, T_{1_{l_3}})dT_{1_{l_3}}, \]

and for \( T_2(h), T_3(h) \) by analogy.

At this stage, we wish to make an appropriate estimate for \( T_0(h_1) - T_0(h_2) \). If we introduce the notation

(26) \[ \sigma_0 = \sup_{l,T_l} \sum_{m=1}^{\infty} \frac{1}{m(2m)^{l-1}} |S(2m, T_l)| \int_0^\pi |\cos 2mx| dx, \]

then we have

\[ |T_0(h_1)(x) - T_0(h_2)(x)| \leq \sum_{l=2}^{\infty} \int_{T_l} \left| \left[ F(T_{1_l}) + H_1(T_{1_l}) \right] - \left[ F(T_l) + H_2(T_l) \right] \right|dT_{1_l}, \]

\[ \sup_{l,T_l} \left| \sum_{m=1}^{\infty} \frac{1}{m(2m)^{l-1}} |S(2m, T_{1_l})| \cdot |\cos 2mx|, \]

and

\[ \|T_0(h_1) - T_0(h_2)\| \leq \sigma_0 \sum_{l=2}^{\infty} \int_0^\pi \left| \left[ f(t_1) + h_1(t_1) \right] \int_0^{t_1} \left[ f(t_2) + h_1(t_2) \right] \cdots \int_0^{t_{l-1}} \left[ f(t_{l-1}) + h_1(t_{l-1}) \right] dt_{l-1} \right| \cdots \int_0^{t_{l-1}} \left[ f(t_{l-1}) + h_2(t_{l-1}) \right] dt_{l-1}, \]

(27)

\[ \|T_0(h_1) - T_0(h_2)\| \leq \sigma_0 \sum_{l=1}^{\infty} \frac{1}{l!} (\|f\| + \rho)^l \cdot \|h_1 - h_2\| = \sigma_0 (e^{\|f\| + \rho} - 1) \|h_1 - h_2\|, \]

where \( \rho = \max\{\|h_1\|, \|h_2\|\} \).
In order to estimate $T_1$, we write

$$
\sigma_1 = \sup_{m=1}^{\infty} \sum_{l_1=1}^{\infty} \sum_{l_2=1}^{\infty} \int_0^\pi \left| \frac{1}{\xi_{2m}} \cdot \frac{1}{(2m)^{l_1+2}} S(2m, T_{l_1}) \cdot \frac{1}{(2m)^{l_2+2}} C^1(2m, T_{l_2}) \right| \| \cos 2mx \| dx,
$$

where "sup" is taken over $T_{l_1} \in D_{l_1}, T_{l_2} \in D_{l_2}^1, l_1 \geq 1, l_2 \geq 1$. The following inequality is valid:

$$
\| T_1(h_1) - T_1(h_2) \| \leq \sigma_1 \sum_{l_1=1}^{\infty} \sum_{l_2=1}^{\infty} \int_0^\pi \left[ f(t_1) + h_1(t_1) \right] \cdot
\int_0^{t_1} \cdots \int_0^{t_{l_2}-1} \left[ f(t_{l_1}) + h_1(t_{l_1}) \right] dt_{l_1} \cdots dt_{l_2}.
$$

In view of the fact that the previous double series absolutely converges, an arbitrary amalgamation in this series is legal. Let the $k$-th member consist of all integrals having a dimension $k$. So,

$$
\| T_1(h_1) - T_1(h_2) \| \leq \sigma_1 \cdot \sum_{k=2}^{\infty} \gamma_k,
$$

$$
\gamma_2 = \int_0^\pi \left[ f(t_1) + h_1(t_1) \right] \int_0^{t_1} \left[ f(t_1) + h_1(t_1) \right] dt_1 \cdots dt_1 -
\left[ f(t_1) + h_2(t_1) \right] \int_0^a \left[ f(t_1) + h_2(t_1) \right] dt_1 \cdots dt_1,
$$

and for $\gamma_3$, etc. by analogy.

Can the numbers surpassing $\gamma_k$ be found? We have

$$
\gamma_2 \leq \| h_1 - h_2 \| (\| f \| + \rho), \quad \rho \geq \max\{\| h_1 \|, \| h_2 \|\}.
$$

Analogously,

$$
\gamma_3 \leq \int_0^\pi \left[ f(t_1) + h_1(t_1) \right] \int_0^{t_1} \left[ f(t_2) + h_1(t_2) \right] dt_2 \int_0^a \left[ f(t_1) + h_1(t_1) \right] dt_1 -
$$
\[-[f(t_1) + h_2(t_1)] \int_0^{t_1} [f(t_2) + h_2(t_2)] dt_2 \int_0^a [f(t_1') + h_2(t_1')] dt_1' \cdot dt_1 +
+ \int_0^\pi \left[ [f(t_1) + h_1(t_1)] \int_0^a [f(t_1') + h_1(t_1')] dt_1' \int_0^{t_1} [f(t_2') + h_1(t_2')] dt_2' dt_1' -
- [f(t_1) + h_2(t_1)] \int_0^a [f(t_1') + h_2(t_1')] dt_1' \int_0^{t_1} [f(t_2') + h_2(t_2')] dt_2' dt_1',
\]

then,

\[\gamma_3 \leq \left( \frac{3}{2 \cdot 2!} (|f| + \rho)^2 + \frac{1}{8} (|f| + \rho)^2 \right) \|h_1 - h_2\| = \frac{7}{8} (|f| + \rho)^2 \|h_1 - h_2\|.
\]

In the same manner,

\[\gamma_4 \leq \left( \frac{4}{2 \cdot 3!} (|f| + \rho)^3 + \frac{3}{2 \cdot 2^3} (|f| + \rho)^3 +
+ \frac{1}{2^4} (|f| + \rho)^3 \right) \|h_1 - h_2\| = \frac{7}{12} (|f| + \rho)^3 \|h_1 - h_2\|,
\]

and, in general,

\[\gamma_k \leq (|f| + \rho)^k \|h_1 - h_2\|.
\]

Hence,

\[\|T_1(h_1) - T_1(h_2)\| <
\]

\[\sigma_1 \sum_{k=1}^\infty (|f| + \rho)^k \|h_1 - h_2\| = \sigma_1 \frac{|f| + \rho}{1 - |f| - \rho} \|h_1 - h_2\|, \quad |f| + \rho < 1.
\]

The next two estimates are obtained in a similar way:

\[\|T_2(h_1) - T_2(h_2)\| \leq \sigma_2 \left[ \frac{|f| + \rho}{1 - |f| - \rho} + e^{||f|| + \rho - 1} \right] \|h_1 - h_2\|,
\]

\[\|T_3(h_1) - T_3(h_2)\| \leq \sigma_3 \frac{|f| + \rho}{1 - |f| - \rho} \|h_1 - h_2\|.
\]

Putting together the inequalities (27)-(30), we have:

\[\|T(h_1) - T(h_2)\| \leq
\]

\[\{(\sigma_0 + \sigma_3)(e^{||f|| + \rho - 1}) + (\sigma_1 + \sigma_2 + \sigma_3) \frac{|f| + \rho}{1 - |f| - \rho} \} \|h_1 - h_2\| = \alpha \|h_1 - h_2\|.
\]
At this point, it is easy to determine radius $r$ of the ball having its centre in point $f$, such that the transformation $T$ is a contraction in this ball $\{\|h\| \leq r\}$, i.e. $\{\|q - f\| \leq r\}$. Preliminarily, it must be

$$\|f\| + r < 1 \quad (\|f\| = \int_0^\pi |f(t)|dt).$$

The quantity $r$ must also satisfy the inequality

$$(\sigma_0 + \sigma_3)(e^{\|f\|+r} - 1) + (\sigma_1 + \sigma_2 + \sigma_3)\frac{||f|| + r}{1 - ||f|| - r} < 1.$$  

We would remark that $\sigma_j \geq 0$ depends only on the number $a$, while $f$ depends on $\{\lambda_n\}$ and $a$. It only remains to demonstrate that $T$ transforms the ball $B(f, r) = \{p, ||p - f|| \leq r\}$ into itself. That can be easily shown, performing estimates of the type (27)-(30). The next theorem represents the main result of the present paper. Its proof is contained in previous investigations.

**Theorem 3.** Let the sequence of numbers $\{\lambda_n\}_{n=1}^\infty$ be given; and let these numbers be the eigenvalues of some problem having the form (1)-(3) with the potential from the set $L_1'(0, \pi)$; for $L_1'(0, \pi)$, see formulas (14)-(16). Let the function $f(x)$ be defined by formulas (8), (20). Let us suppose that there exists a number $r > 0$, such that the inequalities (32), (33) are satisfied. Then, in the ball $B(f, r) = \{p, ||p - f|| \leq r\}$ there exists the unique function $q \in L_1'(0, \pi)$, such that $L(q, a)$ has exactly the given numbers $\lambda_n$ as eigenvalues.

**Remarks:** The unknown potential $q(x)$ can be reconstructed by solving equation (21). In further work, we shall attempt to "magnify" the radius $r$ by means of more precise estimates for the multiple integrals. The presented method can be also applied (for proving uniqueness) when $y(a)$, from (1), is replaced by a more general linear functional. The method can be used for various non-self-adjoint boundary problems.
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DOUBLE OPERATOR INTEGRALS AND GENERALIZED NORMAL DERIVATIONS
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Let $B(H)$ and $C_2$ denote respectively the space of all bounded and Hilbert-Schmidt operators acting on a separable, infinite-dimensional, complex Hilbert space $H$. If $E$ and $F$ are the spectral measures on $C$, then for all $X$ and $Y$ in $C_2$, the function $\gamma \times \delta \mapsto \text{trace}(E(\gamma)XF(\delta)Y^*)$ defined on Borel rectangles in $C^2$ can be extended to an $\sigma$-additive complex Borel measure $\mu_{X,Y}$ on $C^2$ satisfying $|\mu_{X,Y}| \leq \|X\|_2\|Y\|_2$ as shown in [4]. This is a basic point for the existence of essentially bounded functional calculus in two (generally non-commuting) normal operator variables which was first introduced by Birman and Solomyak in [1] and [2] as double operator integrals.

Thus to every essentially bounded function in two complex variables there corresponds a linear transformation (transformator) acting on $C_2$ as its domain. As shown earlier by several authors, a global extension of this domain to the whole $B(H)$ is not possible (see [3] for example). However, we show in this paper how double operator integrals can be efficiently used in some problems for generalized normal derivations, despite of the fact that they represent $B(H)$ transformations. So, we start with the following theorem from [7].

**Theorem 1.** For normal $A$ and $B$ and an arbitrary $X$ in $B(H)$ the function

$$f(s) = \| |A|^{s-1}AX|B|^{p-s} + |A|^{p-s}XB|B|^{s-1}\|_2$$

is convex and symmetric on $[0, p]$, non-increasing on $[0, p/2]$ and non-decreasing on $[p/2, p]$. 
Here we present a short proof of this theorem based on the following integral representation formula:

\begin{equation}
||A^{s-1}AXB|B|^{p-s} + |A|^{p-t}XB|B|^{t-1}||^2 = 
\int \int_{\sigma(A) \times \sigma(B)} \frac{z|z|^{s-1}|w|^{p-s} + |z|^{p-s}|w|^{s-1}}{z|z|^{t-1}|w|^{p-t} + |z|^{p-t}|w|^{t-1}} \mu_{|A|^{t-1}AX|B|^{p-t} + |A|^{p-t}XB|B|^{t-1}}(z, w)
\end{equation}

for all \( \frac{p}{2} \leq s \leq t \leq p \).

It was shown in [4] that the classical Fuglede-Putnam theorem and the main result in [9] immediately follow from the following integral representation formula:

\begin{equation}
||f(A)X - Xf(B)||^2 = \int \int_{\sigma(A) \times \sigma(B)} \left| \frac{f(z) - f(w)}{z - w} \right|^2 d\mu_{A^{t-1}AXB^{t-1}}(z, w)
\end{equation}

whenever \( AX - XB \) is in \( \mathcal{C}_2 \) and \( f \) is a Lipshitz function on \( \sigma(A) \cup \sigma(B) \).

Formula (1) itself can easily be shown for Hilbert-Schmidt class operators \( X \), according to the essentially bounded calculus (see also [4] for details). To show its validity for all bounded \( X \), we follow the lines of the proof of formula (2) in [4] and we first prove it for off-diagonal pieces \( E_iXF_j \) of \( X \) for all \( |i - j| > 1 \). The formula is completed by the limit argument based on the uniform boundedness principle. As

\[ \frac{|z|z|^{s-1}|w|^{p-s} + |z|^{p-s}|w|^{s-1}}{|z|z|^{t-1}|w|^{p-t} + |z|^{p-t}|w|^{t-1}} \leq 1 \]

for all complex \( z, w \) and \( \frac{p}{2} \leq s \leq t \leq p \), then according to the fact that

\[ \mu_{|A|^{t-1}AX|B|^{p-t} + |A|^{p-t}XB|B|^{t-1}} = ||A^{t-1}AXB|B|^{p-t} + |A|^{p-t}XB|B|^{t-1}||^2 \]

the conclusion follows from the above integral representation formula.

We conclude with an application of Jensen’s convexity theorem to double operator integrals.

**Theorem 2.** Let \( A, B \) and \( X \) be in \( B(H) \) with \( A \) and \( B \) being self-adjoint and \( X \) being in \( \mathcal{C}_2 \). Then for every even natural number \( n \) we have

\begin{equation}
||AX + XB||^n_2 \leq 2^{n-1}||X||_2^{n-1}||A^nX + XB^n||_2.
\end{equation}

**Proof.** As shown in representation formula (2)

\begin{equation}
||A^nX + XB^n||_2^2 = \int \int |x^n + y^n|^2 d\mu_X(x, y)
\end{equation}
for some measure $\mu$ satisfying $\mu_X(C^2) = \|X\|^2_2$. Having the function $x \rightarrow x^n$ convex on $\mathbb{R}$ for $n$ even, we get

\begin{equation}
|x^n + y^n| \geq 2^{n-1}|x + y|^n
\end{equation}

and, in view of (4)

\begin{equation}
\|A^n X + X B^n\|_2^2 \geq 2^{2-2n}\|X\|^2_2 \int \int |x + y|^{2n} \, d\mu_X^0(x, y)
\end{equation}

The measure $\mu_X^0 = \mu_X /\|X\|^2_2$ is a probablility measure; now the application of Jensen’s inequality gives

\begin{equation}
\|A^n X + X B^n\|_2^2 \geq 2^{2-2n}\|X\|^2_2 \left( \int \int |x + y|^{2n} \, d\mu_X^0(x, y) \right)^n
\end{equation}

\begin{equation}
= 2^{2-2n}\|X\|^2_2 \|AX + XB\|_2^{2n}.
\end{equation}

For compact operator $AX - XB$ we have that

\begin{equation}
\|AX + XB\|_2^{2n} \geq \|AX - XB\|_2^{2n} = \|AX + XB\|^n_2
\end{equation}

and now, the assertion of the theorem follows directly from (7) and (8).

**Remark 1.** This theorem is also true for all natural $n$ because (5) is true for all add natural numbers $n$; the proof requires mathematical induction only.

For other applications of double operator integrals see [6] and [8].
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Abstract. In the present paper we introduce a class $Q_p^* (A, B, \alpha)$ of $p$-valent meromorphic functions with positive coefficients and obtain coefficient inequality, distortion theorem, radius of convexity and convex linear combination. Various results obtained in this paper are shown to be sharp.
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1. INTRODUCTION

Let $Q_p$ denote a class of functions of the form

\begin{equation}
    f(z) = \frac{1}{z^p} + \sum_{n=0}^{\infty} a_{p+n}z^{p+n} \quad (a_{p+n} \geq 0)
\end{equation}

which are analytic and $p$-valent in the punctured disc $U^* = \{z \mid 0 < |z| < 1\}$. For $A, B$ fixed we define a class $Q_p^* (A, B, \alpha)$ as follows.

Definition. A function $f \in Q_p$ is in $Q_p^* (A, B, \alpha)$ if $zf'(z)/f(z)$ has the form

\begin{equation}
    \frac{zf'(z)}{f(z)} = -p + \frac{[pB + (A-B)(p-\alpha)]w(z)}{1 + Bw(z)}
\end{equation}

Here $w(z)$ is regular in $U = \{z \mid |z| < 1\}$ and satisfies $w(0) = 0$ and $|w(z)| < 1$ for $z \in U$; $0 \leq \alpha < p, -1 \leq A < B \leq 1, 0 < B \leq 1$. 
The condition (2) is equivalent to

\[
(3) \quad \left| \frac{zf'(z)}{f(z)} + 1 \right| < 1.
\]

The study of the aforementioned class \( Q^*_p(A, B, \alpha) \) was especially motivated by the recent work of Uralegaddi and Ganigi [6] and similar work has been done by many researchers, Aouf [1], Cho et al [2], Mogra-Reddy and Juneja [5], Clunie [3], Miller [4].

In the present paper we have obtained coefficient inequality, distortion theorem, radius of convexity and closure theorem. Various results are shown to be sharp.

2. COEFFICIENT INEQUALITIES

The following theorem gives a necessary and sufficient condition for a function to be in \( Q^*_p(A, B, \alpha) \).

**Theorem 1.** A function \( f(z) = \frac{1}{z^p} + \sum_{n=0}^{\infty} a_{p+n}z^{p+n} \) \((a_{p+n} \geq 0)\) is in \( Q^*_p(A, B, \alpha) \) if and only if

\[
\sum_{n=0}^{\infty} \{(2 + A + B)p + n(1 + B) + (B - A)\alpha\}a_{p+n} \leq (B - A)(p - \alpha).
\]

The result is sharp.

**Proof.** Let \(|z| = 1\). Then from (3) we have

\[
\left| \frac{zf'(z)}{f(z)} + p \right| = \left| \frac{Bzf'(z)}{f(z)} + [pB + (A - B)(p - \alpha)] \right| = \left| \sum_{n=0}^{\infty} (2p + n)a_{p+n}z^{2p+n} \right| -
\]

\[
(B - A)(p - \alpha) - \sum_{n=0}^{\infty} [B(p + n) + (B - A)\alpha + Ap]a_{p+n}z^{2p+n}
\]

\[
\leq \sum_{n=0}^{\infty} [(2 + A + B)p + n(1 + B) + (B - A)\alpha]a_{p+n} - (B - A)(p - \alpha) \leq 0; \text{ by hypothesis.}
\]
Hence by the maximum modulus theorem \( f \in Q^*_p(A, B, \alpha) \). For the converse assume that

\[
\left| \frac{zf'(z)}{f(z)} + 1 \right| = \left| \frac{Bzf'(z)}{f(z)} + \left[pB + (A - B)(p - \alpha)\right] \right| < 1.
\]

Since \(|\Re (z)| \leq |z|\) for all \( z \) we have

\[
\Re \left[ \frac{\sum_{n=0}^{\infty} (2p + n)a_{p+n}z^{2p+n}}{(B - A)(p - \alpha) - \sum_{n=0}^{\infty} [B(p + n) + (B - A)\alpha + Ap]a_{p+n}z^{2p+n}} \right] < 1.
\]

Choose values of \( z \) on the real axis so that \( zf'(z)/f(z) \) is real. Upon clearing the denominator in (4) and letting \( z \to 1 \) through real values we obtain

\[
\sum_{n=0}^{\infty} (2p + n)a_{p+n} \leq (B - A)(p - \alpha) - \sum_{n=0}^{\infty} [B(p + n) + (B - A)\alpha + Ap]a_{p+n}.
\]

This gives the required relation. The result is sharp, the extremal function being

\[
f(z) = \frac{1}{z^p} + \frac{(B - A)(p - \alpha)z^{p+n}}{\{(2 + A + B)p + (1 + B)n + (B - A)\alpha\}^2}, \quad n = 0, 1, 2, \ldots
\]

3. **DISTORTION THEOREM AND RADIUS OF CONVEXITY**

**Theorem 2.** If \( f(z) = \frac{1}{z^p} + \sum_{n=0}^{\infty} a_{p+n}z^{p+n} \) (\( a_{p+n} \geq 0 \)) is in \( Q^*_p(A, B, \alpha) \) then

\[
\frac{1}{r^p} - \frac{(B - A)(p - \alpha)r^p}{\{(2 + A + B)p + (B - A)\alpha\}} \leq |f(z)| \leq \frac{1}{r^p} + \frac{(B - A)(p - \alpha)r^p}{\{(2 + A + B)p + (B - A)\alpha\}}
\]
and
\[
\frac{p}{r^{p+1}} \frac{(B - A)(p - \alpha)r^{p-1}}{[(1 + B) + (B - A)\alpha]} \leq |f'(z)| \leq \frac{p}{r^{p+1}} + \frac{(B - A)(p - \alpha)r^{p-1}}{[(1 + B) + (B - A)\alpha]}
\]

**Proof.** From Theorem 1, we have
\[
[(2 + A + B)p + (B - A)\alpha] \sum_{n=0}^{\infty} a_{p+n}
\]
\[
\leq \sum_{n=0}^{\infty} \{(2 + A + B)p + (1 + B)n + (B - A)\alpha\} a_{p+n}
\]
\[
\leq (B - A)(p - \alpha)
\]
and we have,
\[
\sum_{n=0}^{\infty} a_{p+n} \leq \frac{(B - A)(p - \alpha)}{[(2 + A + B)p + (B - A)\alpha]}
\]
Hence
\[
|f(z)| \leq \frac{1}{r^p} + \sum_{n=0}^{\infty} a_{p+n} r^{p+n}
\]
\[
\leq \frac{1}{r^p} + r^p \sum_{n=0}^{\infty} a_{p+n}
\]
\[
\leq \frac{1}{r^p} + \frac{(B - A)(p - \alpha)r^p}{[(2 + A + B)p + (B - A)\alpha]}
\]
and
\[
|f(z)| \geq \frac{1}{r^p} - \sum_{n=0}^{\infty} a_{p+n} r^{p+n}
\]
\[
\geq \frac{1}{r^p} - r^p \sum_{n=0}^{\infty} a_{p+n}
\]
\[
\geq \frac{1}{r^p} - \frac{(B - A)(p - \alpha)r^p}{[(2 + A + B)p + (B - A)\alpha]}
\]
The bounds for $|f(z)|$ are sharp and are attained for the function:
\[
f(z) = \frac{1}{z^p} + \frac{(B - A)(p - \alpha)z^p}{[(2 + A + B)p + (B - A)\alpha]} \text{ at } z = r, r e^{i \frac{\pi}{2p}}
\]
Also we have
\[
|f'(z)| \leq \frac{p}{r^{p+1}} + \sum_{n=0}^{\infty} (p+n) a_{p+n} r^{p+n-1} \leq \frac{p}{r^{p+1}} + r^{p-1} \sum_{n=0}^{\infty} (p+n) a_{p+n}
\]

\[
|f'(z)| \geq \frac{p}{r^{p+1}} - \sum_{n=0}^{\infty} (p+n) a_{p+n} r^{p+n-1} \geq \frac{p}{r^{p+1}} - r^{p-1} \sum_{n=0}^{\infty} (p+n) a_{p+n}.
\]

Since
\[
(B-A)\alpha + (1+B)(p+n) \leq (1+B)n + (2+A+B)n + (B-A)\alpha, \quad n = 0, 1, 2, \ldots
\]

we have
\[
(1+B) + (B-A)\alpha \sum_{n=0}^{\infty} (p+n) a_{p+n} \leq \sum_{n=0}^{\infty} [(1+B)n + (B-A)\alpha + (2+A+B)p] a_{p+n} \leq (B-A)(p-\alpha)
\]

The bounds for $|f'(z)|$ follow.

**Theorem 3.** If $f(z)$ is in $Q^p(A,B,\alpha)$ then $f(z)$ is meromorphically $p$-valently convex in
\[
0 < |z| < C_p = \inf_n \left[ \frac{[(1+B)n + (2+A+B)p + (B-A)\alpha]p^2}{(B-A)(p-\alpha)(p+n)^2} \right]^{\frac{1}{2p+n}}, \quad n = 0, 1, 2, \ldots
\]

The result is sharp.

**Proof.** It suffices to show that
\[
\left| \frac{1 + zf''(z)}{f'(z)} + p \right| < 1, \quad \text{for } 0 < |z| < C_p.
\]
We have

\[
\left| \frac{1 + \frac{z f''(z)}{f'(z)} + p}{1 + \frac{z f''(z)}{f'(z)} - p} \right| \leq \frac{\sum_{n=0}^{\infty} (2p + n)(p + n)a_{p+n}z^{2p+n}}{2p^2 - \sum_{n=0}^{\infty} n(p + n)a_{p+n}z^{2p+n}} \left( \begin{array}{c} \sum_{n=0}^{\infty} (2p + n)(p + n)a_{p+n} |z|^{2p+n} \\ 2p^2 - \sum_{n=0}^{\infty} n(p + n)a_{p+n} |z|^{2p+n} \end{array} \right).
\]

The last expression is bounded above by 1 if

\[
\sum_{n=0}^{\infty} \left[ \frac{(p + n)}{p} \right]^2 a_{p+n} |z|^{2p+n} \leq 1.
\]

By Theorem 1, we have

\[
\sum_{n=0}^{\infty} \frac{[(2 + A + B)p + (1 + B)n + (B - A)\alpha]}{(B - A)(p - \alpha)} \leq 1.
\]

In view of (6), (5) is true if

\[
\left[ \frac{(p + n)}{p} \right]^2 |z|^{2p+n} \leq \frac{[(2 + A + B)p + (1 + B)n + (B - A)\alpha]}{(B - A)(p - \alpha)}, \quad n = 0, 1, \ldots
\]

Solving (7) for |z| we obtain

\[
|z| \leq \left[ \frac{[(1 + B)n + (2 + A + B)p + (B - A)\alpha]p^2}{(B - A)(p - \alpha)(p + n)^2} \right]^{\frac{1}{2p+n}}.
\]

Putting \(|z| = C_p\) in (8) the result follows.

The estimate is sharp for the function

\[
f(z) = \frac{1}{z^p} + \frac{(B - A)(p - \alpha)z^{p+n}}{[(1 + B) + (2 + A + B)p + (B - A)\alpha]} \quad \text{for some } n.
\]
4. CONVEX LINEAR COMBINATION

In this section we shall prove that the class \( Q^*_p(A,B,\alpha) \) is closed under convex linear combinations.

**Theorem 4.** Let \( f_{p-1}(z) = \frac{1}{z^p} \) and

\[
f_{p+n}(z) = \frac{1}{z^p} + \frac{(B - A)(p - \alpha)z^{p+n}}{[(1 + B)n + (2 + A + B) + (B - A)\alpha]}, \quad n = 0, 1, 2, \ldots.
\]

Then \( f \in Q^*_p(A,B,\alpha) \) if and only if it can be expressed in the form

\[
f(z) = \sum_{n=-1}^{\infty} \lambda_{p+n} f_{p+n}(z)
\]

where \( \lambda_{p+n} \geq 0 \) and \( \sum_{n=-1}^{\infty} \lambda_{p+n} = 1 \).

**Proof.** Suppose

\[
f(z) = \sum_{n=-1}^{\infty} \lambda_{p+n} f_{p+n}(z)
\]

Then

\[
\sum_{n=0}^{\infty} \lambda_{p+n} \frac{(B - A)(p - \alpha)}{[(1 + B)n + (2 + A + B)p + (B - A)\alpha]} = \sum_{n=0}^{\infty} \lambda_{p+n} = 1 - \lambda_{p-1} \leq 1.
\]

Hence, \( f \in Q^*_p(A,B,\alpha) \). Then

\[
a_{p+n} \leq \frac{(B - A)(p - \alpha)}{[(1 + B)n + (2 + A + B)p + (B - A)\alpha]}, \quad n = 0, 1, 2, \ldots
\]

Setting

\[
\lambda_{p+n} = \frac{[(1 + B)n + (2 + A + B)p + (B - A)\alpha]}{(B - A)(p - \alpha)} a_{p+n}, \quad n = 0, 1, 2, \ldots
\]

and

\[
\lambda_{p-1} = 1 - \sum_{n=0}^{\infty} \lambda_{p+n}
\]

we obtain

\[
f(z) = \sum_{n=-1}^{\infty} \lambda_{p+n} f_{p+n}(z).
\]
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1. INTRODUCTION

Let

\begin{equation}
X_{11}, X_{12}, \ldots, X_{1k_1}, \\
X_{21}, X_{22}, \ldots, X_{2k_2}, \\
\vdots \quad \vdots \quad \ldots \quad \ldots \\
X_{n1}, X_{n2}, \ldots, X_{nk_n}, \\
\vdots \quad \vdots \quad \ldots \quad \ldots
\end{equation}

be a double array of random variables. For each $n \in \{1, 2, \ldots\}$ let us denote

\[ S_n = \sum_{i=1}^{k_n} X_{ni}, \quad \sigma_n^2 = \sum_{i=1}^{k_n} \text{Var}(X_{ni}). \]

We suppose that $k_n \to \infty$ as $n \to \infty$ and the random variables $X_{ni}$ are independent in each row.
In dealing with the double array \((X_{ni})\) it is essential

(a) to determine the exact distribution of the sum \(S_n\) (if it is possible) or

(b) to determine the asymptotic distribution of the sum \(S_n\) and to investigate the question of the "speed" of convergence, i.e. the difference between the approximating expression and its limit.

The exact distribution of the sum \(S_n\) can be determined in some cases, for example if the terms \(X_{nj}\) have a normal distribution, Poisson distribution or uniform distribution on the segment \([0,1]\), [2]. Of course, there are many cases for which it is not easy to find the exact distribution. In such cases the limit theorems for the sum \(S_n\) are of essential interest. If a sequence of distribution functions \(F_n\) (of random variables \(S_n\)) converges weakly to normal \((0,1)\) distribution, as in the central limit theorem, then an estimate of the remainder term \(F_n(x) - \Phi(x)\) is necessary for numerical calculation in many mathematical applications.

The classical assumption is that individual terms in the sum \(S_n\) are negligible. More precisely, the double array \((X_{nj})\) is uniformly asymptotically negligible if the following (UAN) condition is satisfied:

\[
\lim_{n \to \infty} \max_{1 \leq i \leq k_n} P \left\{ \left| \frac{X_{ni} - E X_{ni}}{\sigma_n} \right| \geq \varepsilon \right\} = 0 \quad \text{for every } \varepsilon > 0.
\]

Classical limit theorems were established on the basis of the UAN condition and an excellent presentation of this theory is given in [1]. If the UAN condition is not satisfied one can use the classical method of truncation or the more sophisticated method of centres and scatters of probability distribution introduced in [3]. In this paper we shall consider an example of a double array of random variables for which the UAN condition is not satisfied.

2. A DOUBLE ARRAY OF RANDOM VARIABLES WITH GEOMETRIC DISTRIBUTIONS

In this paper we consider a double array of random variables

\[
X_{11}, \quad X_{21}, \quad X_{22}, \\
\ldots \ldots \ldots \\
X_{n1}, \quad X_{n2}, \ldots \quad X_{nn}, \\
\ldots \ldots \ldots 
\]

(2)

where for every \(n \geq 1\) the following conditions are satisfied:
(a) The random variables $X_{ni}, 1 \leq i \leq n$ are defined at the same probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and mutually independent;

(b) For every $i \in \{1, 2, \ldots, n\}$, the random variable $X_{ni}$ has a geometric distribution with the parameter $p_{ni} = \frac{n - i + 1}{n}$, i.e.

$$P\{X_{n1} = 1\} = p_{11} = 1, \quad P\{X_{ni} = k\} = p_{ni}(1 - p_{ni})^{k-1}, \quad k = 1, 2, 3, \ldots; \quad 2 \leq i \leq n.$$

**Theorem 1.** For the double array (2) with specified geometric distributions of the random variables $X_{nj}$ the UAN condition is not satisfied.

**Proof.** It is easy to prove that the following equalities hold true:

$$E(X_{ni}) = \frac{1}{p_{ni}}, \quad \text{Var}(X_{ni}) = \frac{1}{p_{ni}^2} - \frac{1}{p_{ni}};$$

$$E(S_n) = n \sum_{i=1}^{n} \frac{1}{i} \sim n \ln n \quad (n \to \infty);$$

$$\text{Var}(S_n) = n^2 \sum_{i=1}^{n} \frac{1}{i^2} - n \sum_{i=1}^{n} \frac{1}{i} \sim \frac{n^2 \pi^2}{6} \quad (n \to \infty).$$

If $0 < \varepsilon < \sqrt{6}/(2\pi)$ and $n$ is an even positive integer, then the following relations hold true:

$$\max_{1 \leq i \leq n} P\left\{ \frac{|X_{ni} - E(X_{ni})|}{\sigma_n} \geq \varepsilon \right\} \geq P\left\{ \frac{|X_{nn} - E(X_{nn})|}{\sigma_n} \geq \varepsilon \right\};$$

$$\geq P\{|X_{nn} - n| \geq \varepsilon \sigma_n\} \geq P\{X_{nn} \leq n - \varepsilon \sigma_n\} \geq P\{X_{nn} \leq \frac{n}{2}\}$$

$$= 1 - P\left\{ X_{nn} > \frac{n}{2} \right\} = 1 - \left(1 - \frac{1}{n}\right)^{n/2} \to 1 - e^{-1/2} \quad (n \to \infty),$$

i.e. the double array $(X_{ni})$ is not uniformly asymptotically negligible (and consequently the Lindeberg condition is not satisfied).

Let $S_n = X_{n1} + X_{n2} + \ldots + X_{nn}$ be the sum of the random variables in the $n$th row of double array (2). It is interesting that the exact distribution of the sum $S_n$ can be determined using some combinatorial reasoning. Actually, the following theorem holds true:
Theorem 2. For every $n \geq 1$ the random variable $S_n$ takes values from the set $\{n, n+1, \ldots\}$ with probability 1, and for every $k \in \{n, n+1, \ldots\}$ the following equality holds true:

$$P\{S_n = k\} = \sum_{i=0}^{n-2} (-1)^i \binom{n-1}{i} \left(\frac{n - i - 1}{n}\right)^{k-1}.$$  

Proof. We shall give the following interpretation of the random variables $X_{ni}$. For fixed $n \geq 1$, let us consider a sequence of independent trials, where each trial consists of choosing a number from the set $N_n = \{1, 2, \ldots, n\}$. We suppose that each of the numbers $1, 2, \ldots, n$ has the probability $1/n$ to be chosen in every trial. The trials should be repeated until each of the numbers $1, 2, \ldots, n$ occurs. Let us now suppose that after some number of trials exactly $i - 1$ of numbers from the set $N_n$ have been chosen, and let $X'_{ni}$ be the number of new trials that should be made until the $i$th number from the set $N_n$ occurs. Then, the random variable $X'_{ni}$ has the same distribution as the random variable $X_{ni}$. We shall identify these two random variables. The sum $S_n = X_{n1} + X_{n2} + \ldots + X_{nn}$ can be interpreted as the number of trials until each of the numbers from set $N_n$ occurs. In the future we shall use this interpretation of the random variables $X_{ni}$ and $S_n$.

Let $\omega = c_1 c_2 \ldots c_m$ be one of the possible sequences of numbers from set $N_n$ that can be chosen in the first $m$ trials. We shall call the outcome $\omega$: $m$-variation of the elements $1, 2, \ldots, n$. Then, the probability of outcome $\omega$ after the first $m$ trials is equal to $\frac{1}{n^m}$. Let $k \in \{n, n+1, \ldots\}$ be fixed and let $A_k$ be the event that after the first $k - 1$ trials each of the numbers $1, 2, \ldots, n - 1$ has been chosen, but the number $n$ has not been chosen. Let us denote: $M$ – the set of all $(k - 1)$-variations of elements $1, 2, \ldots, n - 1$; $M_i$ – the set of all $(k - 1)$-variations of elements from the set $\{1, 2, \ldots, n - 1\} \setminus \{i\}$, where $1 \leq i \leq n - 1$. Then, we have $A_k = M \setminus (M_1 \cup M_2 \cup \ldots \cup M_{n-1})$. Using the principle of inclusion and exclusion (see [1]) we get that the number of elements of the set $A_k$ is given by

$$|A_k| = |M \setminus (M_1 \cup M_2 \cup \ldots \cup M_{n-1})| = \sum_{i=0}^{n-2} (-1)^i \binom{n-1}{i} (n - i - 1)^{k-1}.$$  

Since every $(k - 1)$-variation from $A_k$ has the probability $n^{-k+1}$, it follows that the following equality holds true:

$$P(A_k) = \sum_{i=0}^{n-2} (-1)^i \binom{n-1}{i} \left(\frac{n - i - 1}{n}\right)^{k-1}.$$
Let $B_k$ be the event that after the first $k-1$ trials exactly $n-1$ of the numbers from the set $N_n$ have been chosen. Then, we have $P(B_k) = nP(A_k)$. Since the numbers from set $N_n$ will occur in the $k$th trial with the probability $\frac{1}{n}$, it follows that

$$
P\{S_n = k\} = \frac{1}{n} P(B_k) = P(A_k)
= \sum_{i=0}^{n-2} (-1)^i \binom{n-1}{i} \left(\frac{n-i-1}{n}\right)^{k-1}.
$$

This completes the proof of Theorem 2.

3. A NUMERICAL EXAMPLE

Modern computers give us new possibilities in calculating the probabilities concerning the sums of independent random variables. The equalities (3) allow us to calculate the probabilities concerning the random variable $S_n$. For example, in the following table we give the values of probability $p_n$ of the event $P\{S_n \leq ES_n\}$ for some values of $n$ (for every $n \in \{6585, 6586, \ldots, 8614\}$ we have $p_n = 0.5708\ldots$):

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p_n$</th>
<th>$n$</th>
<th>$p_n$</th>
<th>$n$</th>
<th>$p_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.750000</td>
<td>101</td>
<td>0.571868</td>
<td>6585</td>
<td>0.570880</td>
</tr>
<tr>
<td>3</td>
<td>0.617284</td>
<td>102</td>
<td>0.574419</td>
<td>6586</td>
<td>0.570864</td>
</tr>
<tr>
<td>4</td>
<td>0.622924</td>
<td>103</td>
<td>0.573733</td>
<td>6587</td>
<td>0.570894</td>
</tr>
<tr>
<td>5</td>
<td>0.606364</td>
<td>104</td>
<td>0.573028</td>
<td>\ldots</td>
<td>0.5708\ldots</td>
</tr>
<tr>
<td>6</td>
<td>0.582845</td>
<td>105</td>
<td>0.572307</td>
<td>8612</td>
<td>0.570877</td>
</tr>
<tr>
<td>7</td>
<td>0.611154</td>
<td>106</td>
<td>0.574636</td>
<td>8613</td>
<td>0.570854</td>
</tr>
<tr>
<td>8</td>
<td>0.579272</td>
<td>107</td>
<td>0.573858</td>
<td>8614</td>
<td>0.570857</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

Let $X$ be a real Banach space, $U \subset X$ a convex closed subset of the space $X$ and $F : X \to 2^{X^*}$ a point-to-set mapping from $X$ to its dual space $X^*$.

The variational inequality $VI(F, U)$ is the problem:

Find $u \in U$ such that there exists $y \in F(u)$ satisfying

$$(\forall \, v \in U) \ < y, v - u > \geq 0.$$  

There are many problems which can be formulated as variational inequalities, for example convex programming problems, some problems from game theory, equilibrium problems in economics and traffic, linear complementarity problems, optimal control problems, etc.

This paper considers variational inequalities in a real Banach space, when the feasible set of points is described by the cone constraint. In Section 3 some existence theorems are proved. In Section 4 the characterization of
solutions is given. In Section 5 an approximation of solutions of variational inequalities $VI(F, U)$ is presented and the convergence of the generated sequence of points to a solution is proved.

2. DEFINITION, NOTATION, PRELIMINARIES

A multi-valued mapping $F : X \to 2^{X^*}$ is said to be a monotone operator if

$$(\forall x_1, x_2 \in \text{dom}(F))(\forall y_1 \in F(x_1))(\forall y_2 \in F(x_2)) < y_1 - y_2, x_1 - x_2 > \geq 0,$$

where $\text{dom}(F) = \{u \in X | F(u) \neq \emptyset \}$. The monotone operator $F$ is said to be strictly monotone if this inequality is strict for $x_1 \neq x_2$, and maximal monotone if its graph

$$\Gamma(F) = \{(x, y) \in X \times X^* | y \in F(x)\}$$

is not properly contained in the graph of any other monotone operator. The dual cone of a set $E \subset X$ is the closed convex cone

$$E^+ = \{v \in X^* | (\forall u \in E) < v, u > \geq 0\}$$

Let $X, Y$ be Banach spaces; let $S \subset Y$ be a closed convex cone with a nonempty interior. We shall say that the mapping $g : X \to Y$ is $S$-convex if, for every $\alpha \in (0, 1)$ and $u_1, u_2 \in X$, the following holds:

$$\alpha g(u_1) + (1 - \alpha)g(u_2) - g(\alpha u_1 + (1 - \alpha)u_2) \in S$$

Let $U \subset X$ be a closed convex subset of $X$. A point $z$ is called a radial point of $U$ if

$$(\forall w \in U)(\exists \alpha > 0) [z, z - \alpha(w - z)] \subset U.$$ 

If $U$ has a nonempty relative interior $riU$ with respect to some norm for $X$ then $U$ has a radial point.

3. EXISTENCE OF SOLUTIONS

In this Section we shall suppose that $X$ is a real Hilbert space and $<, > : X \times X \to R$ is a bounded bilinear form. Then there is a linear continuous operator $A : X \to X$, such that

$$(\forall u, v \in X) < u, v >= (Au, v),$$

where $(,)$ denotes the inner product.
**Lemma 3.1.** Let $G : X \to 2^X$ be a point-to-set mapping, which is upper semicontinuous and $G(u)$ is closed for every $u \in X$. Furthermore, let us suppose that sequences of points $\{u_n\}, \{v_n\}$ and $\{\epsilon_n\}$ satisfy conditions

$$u_n \in \text{dom}(G), v_n \in X, \epsilon_n \in \mathbb{R}_+$$

and

$$\lim_{n \to \infty} u_n = u \in \text{dom}(G), \lim_{n \to \infty} v_n = v, \lim_{n \to \infty} \epsilon_n = 0$$

Then from

$$v_n \in G(u_n) + \epsilon_n B$$

it follows that $v \in G(u)$.

**Proof.** Since $G$ is upper semicontinuous, it follows that

$$(\forall \epsilon > 0)(\exists \delta > 0)G(u + \delta B) \subset G(u) + \epsilon B.$$ 

From

$$\lim_{n \to \infty} u_n = u, \lim_{n \to \infty} v_n = v \quad \text{and} \quad \lim_{n \to \infty} \epsilon_n = 0,$$

it follows that, for every $\epsilon > 0$ there exist $n_0, n_1, n_2 \in \mathbb{N}$ such that

(2) $$(\forall n > n_0)\|v_n - v\| < \frac{\epsilon}{3}$$

(3) $$(\forall n > n_1)G(u_n) \subset G(u) + \frac{\epsilon}{3} B$$

(4) $$(\forall n > n_2)0 < \epsilon_n < \frac{\epsilon}{3}$$

Since $v_n \in G(u_n) + \epsilon_n B$, for $n > \max\{n_0, n_1, n_2\}$, it follows that

$$v_n \in G(u_n) + \epsilon_n B \subset G(u) + \frac{\epsilon}{3} B + \frac{\epsilon}{3} B = G(u) + \frac{2\epsilon}{3} B,$$

and from (2), (4) we have

$$(\forall \epsilon > 0)v \in G(u) + \epsilon B.$$ 

Hence

$$v \in \bigcap_{\epsilon > 0}(G(u) + \epsilon B) = G(u).$$
Theorem 3.1. Let $X$ be a real Hilbert space, $U \subset X$ a nonempty, convex and compact subset, $F : X \to 2^X$ a point-to-set mapping which is upper semicontinuous, $U \subset \text{dom}(F)$, $F(u)$ is a convex, compact subset of the space $X$, for every $u \in U$. Then there exist solutions of variational inequality $VI(F, U)$.

Proof. Let $G : U \to 2^X$ be defined by

$$G(u) := u - A(F(u)),$$

where $A : X \to X$, is a linear continuous operator from $X$ in $X$, which is associated to bilinear form $\langle \cdot, \cdot \rangle$. Then $G$ is upper semicontinuous, and for every $u \in U$, $G(u)$ is convex and compact. From Theorem 1.2.2. ([1]) it follows that for every $\varepsilon > 0$ there exists a locally Lipschitzian map $g_\varepsilon : X \to X$ such that

$$\Gamma(g_\varepsilon) \subset \Gamma(G) + \varepsilon B.$$

We define $f_\varepsilon : U \to U$, for $\varepsilon > 0$, with

$$f_\varepsilon(u) := P_U(g_\varepsilon(u)).$$

Since $g_\varepsilon$ and $P_U$ are continuous, it follows that $f_\varepsilon$ is continuous too. Let $\{\varepsilon_n\}$ be a sequence of points with

$$\varepsilon_n \in \mathbb{R}_+ \quad \lim_{n \to \infty} \varepsilon_n = 0.$$

From Schauders Theorem, it follows that there exists $u_n \in U$ such that

$$u_n = f_{\varepsilon_n}(u_n) = P_U(g_{\varepsilon_n}(u_n)) \in P_U(G(u_n) + \varepsilon_n B) \subset P_U(G(u_n)) + \varepsilon_n B$$

Let $H(u) := P_U(G(u))$. Then $H$ is upper semicontinuous, and has the property

(5) $$u_n \in H(u_n) + \varepsilon_n B$$

Since $U$ is compact we can suppose that there exists $u \in U$ such that $\lim_{n \to \infty} u_n = u$. From Lemma 3.1. and (5) it follows that

(6) $$u \in H(u) = P_U(G(u)) = P_U(u - A(F(u)))$$

From (6) it follows that there exists $y \in F(u)$, such that

$$u = P_U(u - Ay).$$
From that we have

\[(\forall v \in U)(u, v - u) \geq (u - Ay, v - u)\]

\[(\forall v \in U) < y, v - u > \geq 0.\]

So \(u\) is a solution of the variational inequality \(VI(F, U)\).

**Theorem 3.2.** Let \(X\) be a real Hilbert space, \(U \subset X\), a nonempty, convex and compact subset, \(F : X \to 2^X\) a point-to-set mapping, which is lower semicontinuous, \(U \subset \text{dom}(F)\), \(F(u)\) is a convex, compact subset of the space \(X\), for every \(u \in U\). Then there exist solutions of variational inequality \(VI(F, U)\).

**Proof.** Let \(G\) be defined as in the proof of Theorem 3.1. Since \(F(u)\), for \(u \in U\), is compact and convex, from the lower semi-continuity of \(F\), it follows that \(F\) is lower semi-continuous in the \(\varepsilon\)-sense. Then \(G\) is lower semi-continuous, and \(G(u)\) is convex and compact for \(u \in U\). From Theorem 1.11.1.([1]) it follows that there exists \(g : U \to X\), which is a continuous selection from \(G\). We define \(f : U \to U\) with

\[h(u) := P_U(g(u)).\]

Then \(h\) is continuous. Since \(U\) is a convex, compact subset of \(X\), from Schauders Theorem it follows that there exists \(u \in U\) such that

\[u = h(u) = P_U(g(u)) \in P_U(G(u)) = P_U(u - A(F(u))),\]

and there exists \(y \in F(u)\), such that

\[u = P_U(u - Ay).\]

As in the proof of Theorem 3.1 it follows, that \(u\) is a solution of the variational inequality \(VI(F, U)\).

4. **CHARACTERIZATION OF SOLUTIONS**

In this Section the characterization of the solutions of variational inequality \(VI(F, U)\) is given.

Let

\[U := \{u \in U_0 \mid - g(u) \in S\},\]

where \(U_0 \subset X\) is a convex set and \(g : X \to Y\) is \(S\)-convex, \(S\) is a closed convex cone with a nonempty interior.
Let us denote by $H$ a set of generators for $S^+$; thus $H \subset S^+$ and $S^+$ is the closure of \{c h \mid h \in \text{co}H\}.

We define

$$H_- := \{g \in H \mid \langle q, g(u) \rangle = 0 \quad \text{for all} \quad u \in U\}$$

$$H_\prec := H \setminus H_-.$$ 

If $Q$ is a weak* compact subset of $H_\prec$ such that $0 \not\in \text{co}Q$ then we define

$$\Delta := \{u \in U_0 \mid \langle q, g(u) \rangle \leq 0, \quad \text{for all} \quad q \in H \setminus Q\}.$$ 

Let $K = Q^+$. Then $K^+ = \text{cone}(\text{clco}Q)$.

The associated problem for $VI(F, U)$ is

$$(u, \lambda) \in \Delta \times K^+ \land (\forall (v, \mu) \in \Delta \times K^+)\langle \lambda_0 F(u) + \partial_u < \lambda, g(u) >, v - u >$$

$$\geq 0 \land < -g(u), \mu - \lambda > \geq 0$$

(7)

*Theorem 4.1.* Let $F : X \rightarrow 2^{X^*}$ be a point-to-set mapping from the Banach space $X$ to its dual $X^*$, $S \subset Y$ a closed convex cone in Banach space $Y$ and $S$ has a nonempty interior. Furthermore let $U_0 \subset X$ be a convex subset of $X$ and $U = \{u \in U_0 \mid -g(u) \in S\}$, where $g : X \rightarrow Y$ is $S$-convex, and there exists $(qg)(u; d)$ for $q \in Q$, that is bounded on the set \{d \in X \mid \|d\| \leq 1\}.

(a) If $(u, \lambda)$ is a solution of (7) for some $\lambda_0 > 0$ then $u$ is a solution of $VI(F, U)$. If $u$ is a solution of $VI(F, U)$ then there exists $\lambda_0 \geq 0, \lambda \in K^+$, such that $\lambda_0 + \|\lambda\| \neq 0$, so that pair $(u, \lambda)$ is a solution of (7).

(b) If $U$ has a radial point $\not\equiv u$ and if $u$ is a solution of $VI(F, U)$, then for some $\lambda \in K^+$ the pair $(u, \lambda)$ is a solution of the system (7) for $\lambda_0 = 1$.

*Proof.* (a) From the proof of Theorem 1 ([12]), it follows that

(8) \quad $u \in U \land -g(u) \in S$ if and only if $u \in \Delta \land -g(u) \in K$.

Let $(u, \lambda)$ be the solution of the system (7). From (7) it follows that

$$(\forall \mu \in K^+) < \mu, g(u) > \leq < \lambda, g(u) >,$$
and from that $<\lambda, g(u)> = 0$. From the $S$-convexity of $g$ and $\lambda \in K^+$ it follows that $\lambda g : U_0 \to K$ is convex, and

\[(9) \quad (\forall r \in \partial u <\lambda, g(u)>) <r, v - u> \leq <\lambda, g(v)> - <\lambda, g(u)> \leq 0\]

whenever $v \in U$.

From (7) it follows that $(\forall \mu \in K^+) <\mu, g(u)> \leq 0$, and $-g(u) \in K$. From (7), (8) and (9) it follows that $u$ is a solution of variational inequality $VI(F, U)$.

Let $u \in U$ be a solution of variational inequality (1). Let us define a continuous linear map $f : Y \to C(Q)$ by

$f(y)(q) := q(y)$.

Continuity follows since $Q$ is weak* compact. We denote by $J$ the cone of nonnegative functions in $C(Q)$. Then

$u \in \Delta \land -g(u) \in K$ if and only if $u \in \Delta \land -(fg)(u) \in J$.

Hence there does not exist a solution $v \in \Delta$ such that

$<F(u), v - u> < 0 \land -(fg)(v) \in J$.

Alternative theorems ([11], Theorem 2) and ([10], Theorem 2.5.1) show that there exists $\lambda_0 \geq 0$ and $\rho \in J^+$, not both zero, for which

\[(10) \quad (\forall v \in \Delta) <\lambda_0 F(u), v - u> + \rho(fg)(v) \geq 0\]

Then $\lambda = \rho f \in K^+$. From (10) it follows that $<\lambda, g(u)> = 0$ and the saddlepoint condition for the Lagrangian $L(v, \lambda, \lambda_0) = \lambda_0 <F(u), v - u> + <\lambda, g(v)>$ is

$(\forall v \in \Delta)(\forall \mu \in K^+) L(u, \mu, \lambda_0) \leq L(u, \lambda, \lambda_0) \leq L(v, \lambda, \lambda_0)$.

From this it follows that (7) holds.

(b) From (a) it follows that there exist $\lambda_0 \geq 0$ and $\lambda \in K^+$ such that (7) holds. Suppose that $\lambda_0 = 0$; then $\rho \neq 0$. Since $Q$ is compact, $\rho \in C(Q^*)$ is represented by a regular Radon measure $\omega$ on $Q$, where

$(\forall \psi \in C(Q)) \rho \psi = \int_Q \psi d\omega$. 

Since \( \rho(J) \subset R_+ \), \( \omega \) is a nonnegative measure. As \( <\lambda,g(u)> = 0 \) we have 
\[
\int_Q < q, g(u) > d\omega = 0.
\]
Since \( < q, g(u) > \leq 0 \) and \( \omega \geq 0 \), \( \omega \) vanishes except on \( Q_1 = \{ q \in Q | < q, g(u) > = 0 \} \). But \( \rho \neq 0 \) and as \( \omega \) is regular, \( \omega(A) > 0 \) for some compact \( A \subset Q_1 \). Then the following holds
\[
(\forall q \in Q_1) \psi(q) = (qq)'(u; v - u) < 0.
\]
\( \psi(q) \) is negative and bounded away from zero on \( A \), hence \( \lambda_0 = 0 \). But this is contradicted by (7) with \( \lambda_0 = 0 \). Hence \( \lambda_0 \neq 0 \), and \( \lambda_0 = 1 \) may be assumed. So \( (u, \lambda) \) satisfies the system (7) for \( \lambda_0 = 1 \).

5. APROXIMATION OF SOLUTIONS

Let \( X, Y \) be Hilbert spaces, and let \( U_0 \subset X \) be a convex and closed set. Furthermore let \( U = \{ u \in U_0 | -g(u) \in S \} \), where \( g : X \to Y \) is \( S \)-convex. The associated system for the variational inequality is

\[
(u, \lambda) \in U_0 \times S^+ \land (\forall (v, \mu) \in U_0 \times S^+) \land \exists \psi(v) \leq 0 \land \psi(-g(u)) \leq 0.
\]

Then the following propositions hold.

**Lemma 5.1.** If a pair \( (u, \lambda) \) is a solution of system (12) then \( u \) is a solution of \( VI(F, U) \).

**Proof.** Suppose that a pair \( (u, \lambda) \) is a solution of system (12). Then from (12) it follows \( < \lambda, g(u) >= 0 \) and for every \( \mu \in S^+ < \mu, g(u) > \leq 0 \). It follows from this that
\[
-g(u) \in (S^+) = S.
\]

So \( u \in U \). Let \( v \in U \). Then for \( \tau \in \partial_u < \lambda, g(u) > \)
\[
< \tau, v - u > \leq 0 \leq < \lambda, g(v) > - < \lambda, g(u) > = < \lambda, g(v) >
\]
holds. From (12) it follows that
\[
u \in U \land (\exists y \in F(u))(\forall v \in U) < y, v - u > \geq 0.
\]
So \( u \) is a solution of variational inequality \( VI(F, U) \).

**Lemma 5.2.** If mapping \( F \) in variational inequality \( VI(F, U) \) is maximal monotone, and \( U \subset \text{dom}(F) \), then mapping \( \Phi(u, \lambda) = (F(u) + \partial_u < \lambda, g(u) >, -g(u)) \) in system (12) is maximal monotone too.
**Proof.** \( \Phi(u, \lambda) = (F(u) + \partial_u < \lambda, g(u) >, -g(u)) \).

Since \( F \) is monotone and \( \lambda g : U_0 \to R \) is convex, it follows that

\[
< \Phi(u_1, \lambda_1) - \Phi(u_2, \lambda_2), (u_1, \lambda_1) - (u_2, \lambda_2) > +
< \lambda_2, g(u_1) > - < \lambda_2, g(u_2) > - < \partial_u < \lambda_2, g(u_2) >, u_1 - u_2 > +
< \lambda_1, g(u_2) > - < \lambda_1, g(u_1) > - < \partial_u < \lambda_1, g(u_1) >, u_2 - u_1 > \geq 0.
\]

So \( \Phi \) is monotone and since \( F \) and \( \partial_u (\lambda g) \) are maximal monotone it follows that \( \Phi \) is maximal monotone (\cite{18}).

Let the sequence of points \( \{(u_n, \lambda_n)\} \) be defined by induction:

\[
u_0 \in U_0, \lambda_0 \in S^+
\]

and if \( (u_n, \lambda_n) \in U_0 \times S^+, (u_{n+1}, \lambda_{n+1}) \) is defined by

\[
u_{n+1} \in P_{U_0} (u_n - \alpha_n (F(u_n) + \epsilon_n u_n))
\]

\[
\lambda_{n+1} = P_{S^+} (\lambda_n - \alpha_n (-g(u_n) + \epsilon_n \lambda_n))
\]

Using the results from \cite{5} we can show that the sequence of points generated by algorithm (13) converges to the solution of system (12). Namely the following theorem holds:

**Theorem 5.1.** Let \( X, Y \) be Hilbert spaces, \( U \neq \emptyset, U_0 \subset \text{dom}(F) F : X \to 2^X \), maximal monotone, \( g : X \to Y \), \( S \)-convex, and there exists \( L > 0 \) such that

\[
(\forall u \in U_0)(\exists y \in F(u)) ||y|| \leq L(1 + ||u||)
\]

\[
(\forall u \in U_0, \lambda \in S^+)(\exists y \in \partial_u < \lambda, g(u) >) ||y|| \leq L(1 + ||u||)
\]

\[
(\forall u \in U_0) ||g(u)|| \leq L(1 + ||u||)
\]

Furthermore suppose that for sequences \( (\alpha_n) \) and \( (\epsilon_n) \) the following holds:

\[
\alpha_n > 0, \epsilon_n > 0, \alpha_n \to 0, \epsilon_n \to 0, \alpha_n = o(\epsilon_n),
\]

\[
\sum_{n=1}^{\infty} \alpha_n \epsilon_n = \infty, \lim_{n \to \infty} \frac{|\epsilon_n - \epsilon_{n+1}|}{\alpha_n \epsilon_n^2} = 0.
\]
Then a sequence of points \( \{(u_\alpha, \lambda_\alpha)\} \) generated by algorithm (13) converges to the solution of system (12), and a sequence of points \( (u_\alpha) \) converges to some solution of the variational inequality \( VI(F, U) \).

**Proof.** The proposition follows from Theorem 3.1 ([5]). We will prove that operator \( \Phi : U_0 \times S^+ \rightarrow X \times S \) satisfies the hypotheses of Theorem 3.1 ([5]). Indeed, if \( F \) is maximal monotone then \( \Phi \) is maximal monotone too. Furthermore we have

\[
\| \Phi(u, \lambda) \| = \| (F(u) + \partial u < \lambda, g(u) >, -g(u)) \| \leq \\
\| F(u) \| + \| \partial u < \lambda, g(u) > \| + \| g(u) \| \leq \\
\| F(u) \| + \| \lambda \| \| \partial u < \lambda, g(u) > \| + \| g(u) \| \leq 2L(1 + \| u \| + \| \lambda \|).
\]

So \( \Phi \) satisfies the condition in Theorem 3.1 ([5]). From this it follows that the sequence of points \( (u_\alpha, \lambda_\alpha) \) converges to some solution of (7), and then the sequence of points \( \{u_\alpha\} \) converges to some solution of \( VI(F, U) \).

REFERENCES


SEPARATION OF CONVEX SETS VIA LINEAR INEQUALITIES

Đorđe DUGOŠIJA
Faculty of Mathematics, University of Belgrade,
Studentski trg 16, 11000 Belgrade, Yugoslavia
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One of the most useful results in optimization theory is the following separation theorem for disjoint convex sets:

Theorem 1. Let X and Y be two nonempty disjoint convex sets in $R^n$. Then there exists a hyperplane $\{x \mid a^T x = b\}$, $a \neq 0$ which separates them, that is,

\[
\begin{align*}
    a^T x & \leq b, \text{ for } x \in X \\
    a^T y & \geq b, \text{ for } y \in Y.
\end{align*}
\]

This fundamental result is used in deriving theorems of the Kuhn-Tucker type, necessary optimality conditions and some other results in convex analysis. Thus for instance, the following unsolvability theorem for linear inequalities is a consequence of Theorem 1:

Theorem 2. The system of linear inequalities and equalities

\[
A_1 x \geq b_1 \\
A_2 x = b_2
\]

has no solution, iff there exist vectors $\lambda \geq 0$ and $\mu$ such that

\[
\lambda^T A_1 + \mu^T A_2 = 0
\]
\[ \lambda^T b_1 + \mu^T b_2 > 0. \]

For the sake of completeness, we shall sketch the proof of the nontrivial part.
If the system has no solution, then
\[
\begin{pmatrix}
b_1 \\
b_2
\end{pmatrix} \notin Y,
\]
where
\[
Y = \left\{ \begin{pmatrix} A_1 \\ A_2 \end{pmatrix} x - \begin{pmatrix} I \\ 0 \end{pmatrix} x_1 \mid x \in \mathbb{R}^n, x_1 \geq 0 \right\}.
\]
Since \( Y \) is closed, there exists a convex ball \( X \) with center
\[
\begin{pmatrix}
b_1 \\
b_2
\end{pmatrix},
\]
disjoint with \( Y \). Separating \( X \) and \( Y \) we find vectors \( \lambda \) and \( \mu \) such that
\[
(\lambda^T A_1 + \mu^T A_2)x - \lambda^T I x_1 \leq 0
\]
for all \( x \in \mathbb{R}^n \) and all \( x_1 \geq 0 \). This gives
\[
\lambda^T A_1 + \mu^T A_2 = 0
\]
and \( \lambda \geq 0 \). On the other hand,
\[
\lambda x_1 + \mu x_2 \geq 0, \text{ for } \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \in X
\]
gives \( \lambda b_1 + \mu b_2 > 0 \).
Bearing in mind that Theorem 2 has an elementary proof by induction in number of variables (see for instance Vajda [1]), it is interesting to note that we can directly prove Theorem 1 from Theorem 2 using as topological fact the well-known finite intersection theorem for compact sets (Berge-Ghouila Houiri [2]).

**Proof of Theorem 1.** Choosing any \( x^1, x^2, \ldots, x^k \) from \( X \) and \( y^1, y^2, \ldots, y^l \) from \( Y \) we claim that the system in \((p_1, p_2, \ldots, p_k, q_1, q_2, \ldots, q_l)\)
\[
\sum_{i=1}^k p_i x^i - \sum_{j=1}^l q_j y^j = 0
\]
\[ \sum_{i=1}^{k} p_i = 1 \]
\[ \sum_{j=1}^{l} q_j = 1 \]
\[ p_i \geq 0, \ i = 1, 2, \ldots, k \]
\[ q_j \geq 0, \ j = 1, 2, \ldots, l \]

has no solution. Using Theorem 2, we find a vector \( \mathbf{a} \), nonnegative numbers \( \lambda_i, \ i = 1, 2, \ldots, k \) and \( \mu_j, \ j = 1, 2, \ldots, l \) and numbers \( \lambda \) and \( \mu \), such that
\[ \mathbf{a}^T \mathbf{x}^i + \lambda + \lambda_i = 0, \ i = 1, 2, \ldots, k \]
\[ \mathbf{a}^T \mathbf{y}^j - \mu + \mu_j = 0, \ i = 1, 2, \ldots, l \]
\[ \lambda + \mu > 0. \]

From these relations, we conclude that
\[ \mathbf{a}^T \mathbf{x}^i < \mathbf{a}^T \mathbf{y}^j, \ \text{for all} \ i = 1, 2, \ldots, k; j = 1, 2, \ldots, l, \]
thus \( \mathbf{a} \neq 0 \). For \( \mathbf{x} \in \mathbf{X}, \ \mathbf{y} \in \mathbf{Y} \) define
\[ A_{\mathbf{x}, \mathbf{y}} = \{ \mathbf{a} \mid \mathbf{a}^T (\mathbf{y} - \mathbf{x}) \geq 0 \ \text{and} \ 1 \leq ||\mathbf{a}|| \leq 2 \}. \]
Then \( A_{\mathbf{x}, \mathbf{y}} \) is a nonempty compact set and
\[ \bigcap_{\mathbf{x} \in \{\mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^k\}, \ \mathbf{y} \in \{\mathbf{y}^1, \mathbf{y}^2, \ldots, \mathbf{y}^l\}} A_{\mathbf{x}, \mathbf{y}} \neq \emptyset, \]
for any \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^k; \mathbf{y}^1, \mathbf{y}^2, \ldots, \mathbf{y}^l \). From the finite intersection theorem, it follows that
\[ \bigcap_{\mathbf{x} \in \mathbf{X}, \ \mathbf{y} \in \mathbf{Y}} A_{\mathbf{x}, \mathbf{y}} \neq \emptyset. \]
Let \( \mathbf{a} \) be any of its elements. Then, \( \mathbf{a}^T (\mathbf{y} - \mathbf{x}) \geq 0 \) for all \( \mathbf{x} \in \mathbf{X}, \ \mathbf{y} \in \mathbf{Y} \). The separating hyperplane is \( \mathbf{a}^T \mathbf{x} = \mathbf{b} \), where \( \mathbf{b} = \inf_{\mathbf{y} \in \mathbf{Y}} \mathbf{a}^T \mathbf{y} \).

REFERENCES


BASIC DATA ENVELOPMENT ANALYSIS MODELS

Milan M. MARTIĆ, Jovan J. PETRIĆ

Laboratory for Operations Research,
Faculty of Organizational Sciences, University of Belgrade,
Jove Ilića 154, 11000 Belgrade, Yugoslavia

Abstract. Data Envelopment Analysis (DEA) is a decision making tool based on linear programming for measuring the relative efficiencies of a set of comparable units. Besides the fact that it can identify which units are relatively efficient and which are not, for each inefficient unit, DEA identifies the sources and level of inefficiency for each of the inputs and outputs. This paper is a survey of basic DEA models and their comparison is given. The effect of model orientation (input or output) on the efficiency frontier and the effect of convexity requirements on returns to scale are examined.

Keywords: efficiency, DEA models, efficiency frontier.

1. INTRODUCTION

One of the most important principles in any business is the principle of efficiency which means that the best possible economic effects (outputs) are attained with as little economic sacrifices as possible (inputs). Efficiency can also be defined as a requirement that the desired targets be achieved with minimum use of the available resources. In order to assess the relative efficiency of a business unit, it is necessary to consider the conditions and operation results of other units of the same kind and determine the real standing of the results of such a comparison.

In the simplest case, where units have a single output and a single input, efficiency is defined as their ratio. However, more typical organizational units have multiple incommensurate inputs and outputs and the relative

---
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efficiency of any unit is defined as the ratio of a weighted sum of outputs and a weighted sum of inputs.

Recently, the Data Envelopment Analysis method has become popular in assessing the relative efficiency of business entities. DEA is a technique of mathematical programming that determines the efficiency of a unit based on its inputs and outputs, and compares it to other units involved in the analysis. It can best be described as data-oriented in that it effects performance evaluations and other inferences directly from observed data with minimal assumptions [5]. The efficiency of a Decision Making Unit (DMU) is measured relative to all other DMUs with the simple restriction that all DMUs lie on or below the extremal frontier. DEA is non-parametric method as it does not require any assumption about the functional form (e.g., a regression equation, a production function, etc.). It is a methodology directed to frontier rather than central tendencies. While statistical procedures are based on central tendencies, DEA is an extremal process. DEA analyzes each DMU separately and calculates a maximal performance measure for each.

At presents this is one of the most popular fields in operations research, a fact that is confirmed by a large number of papers published in the course of a year. The bibliographies released periodically by Seiford [9] already list more than 1000 references. These papers inform about the ample possibilities of using DEA to evaluate the performances of bank branches, schools, university departments, farming estates, hospitals and social institutions, military services, whole economic systems (regions) and others. DEA is a methodology comprised of several different interactive approaches and models used for the assessment of the relative efficiency of DMU and the assessment of the efficiency frontier. It supplies information important for managing the operations of both efficient and non-efficient units. This paper is a survey of basic DEA models and some of ways in which these models can be used are also given.

2. DEA MODELS

DEA methodology, originally proposed in [4], is used to assess the relative efficiency of a number of entities using a common set of incommensurate inputs to generate a common set of incommensurate outputs. The original motivation for DEA was to compare the productive efficiency of similar organizations, referred to as DMUs.

Let $x_{ij}$ - denote the observed magnitude of an $i$ - type input for entity $j$ ($x_{ij} > 0$, $i = 1, 2, \ldots, m, j = 1, 2, \ldots, n$), and $y_{rj}$ - the observed magnitude
of an \(r\)-type output for entity \(j\) (\(y_{rj} > 0, r = 1, 2, \ldots, s, j = 1, 2, \ldots, n\)). Then, the Charnes-Cooper-Rhodes (CCR) model is formulated in the following form for a selected entity \(k\):

**MODEL (M1)**

\[
\text{Maximize } \quad h_k = \frac{\sum_{r=1}^{s} u_r y_{rk}}{\sum_{i=1}^{m} v_i x_{ik}}
\]

subject to

\[
\sum_{r=1}^{s} \frac{u_r y_{rj}}{\sum_{i=1}^{m} v_i x_{ij}} \leq 1, \quad (j = 1, 2, \ldots, n)
\]

\[
u_r \geq \varepsilon, \quad (r = 1, 2, \ldots, s)
\]

\[
v_i \geq \varepsilon, \quad (i = 1, 2, \ldots, m)
\]

where:

- \(v_i\) - the weights to be determined for input \(i\);
- \(m\) - the number of inputs;
- \(u_r\) - the weights to be determined for output \(r\);
- \(s\) - the number of outputs;
- \(h_k\) - the relative efficiency of \(DMU_k\);
- \(n\) - the number of entities;
- \(\varepsilon\) - a small positive parameter.

Relative efficiency \(h_k\), of one decision-making unit \(k\), is defined as the ratio of the weighted sums of their outputs (virtual output) and the weighted sums of their inputs (virtual input). As for decision-making unit \(k\) (\(DMU_k\)), for which a maximum in objective function (1) is being searched, condition (2) is true, so we obviously have \(0 < h_k \leq 1\), for each \(DMU_k\). The weights \(v_i\) and \(u_r\) show the importance of each input and output and are determined in the model so that each \(DMU\) is as efficient as possible. Given that condition (2) is true for every \(DMU\), this means that each of them lies on the efficiency frontier or beyond it. In case \(\text{Max } h_k = h_k^* = 1\), this means that efficiency is being achieved, so we can say that \(DMU_k\) is efficient. Efficiency is not achieved for \(h_k^* < 1\), and \(DMU_k\) is not efficient then.
DMUk is considered relatively inefficient if it is possible to expand any of its outputs without reducing any of its inputs, and without reducing any other output (output orientation), or if it is possible to reduce any of its inputs without reducing any output, and without expanding some other of its inputs (input orientation).

Problem (1) - (4) is nonlinear, nonconvex, with a linear and fractional objective function and linear and fractional constraints. The above ratio form yields an infinite number of solutions and if \((u^*, v^*)\) is optimal, then \((\alpha u^*, \alpha v^*)\) is also optimal for \(\alpha > 0\). Using a simple transformation developed by Charnes and Cooper (1962), the above CCR ratio model can be reduced to the linear programming form (Primal CCR model) so that LP methods can be applied. In this model the denominator has been set equal to 1 and the numerator is maximized. The input oriented CCR primal model is:

**MODEL (M2)**

\[
\text{(5)} \quad \text{Max} \quad h_k = \sum_{r=1}^{s} u_r y_{rk}
\]

subject to

\[
\text{(6)} \quad \sum_{i=1}^{m} v_i x_{ik} = 1
\]

\[
\text{(7)} \quad \sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0, \quad (j = 1, \ldots, n)
\]

\[
\text{(8)} \quad u_r \geq \varepsilon, \quad r = 1, 2, \ldots, s
\]

\[
\text{(9)} \quad v_i \geq \varepsilon, \quad i = 1, 2, \ldots, m
\]

The mathematical model presented above is linear and can be solved using any of the well-known program packages for linear programming. However, in practice the dual task for problem (5) - (9) is often solved, which is:

**MODEL (M3)**

\[
\text{(10)} \quad \text{Min} \quad Z_k = \varepsilon \left( \sum_{r=1}^{s} s_r^+ + \sum_{i=1}^{m} s_i^- \right)
\]

subject to

\[
\text{(11)} \quad \sum_{j=1}^{n} \lambda_j y_{rj} - s_r^+ = y_{rk}, \quad (r = 1, 2, \ldots, s)
\]
(12) \[ Z_k x_{ik} - \sum_{j=1}^{n} \lambda_j x_{ij} - s_i^+ \approx 0, \quad (i = 1, 2, \ldots, m) \]

(13) \[ \lambda_j, s_i^+, s_i^- \geq 0; \quad Z_k - \text{sign unbound.} \]

The basic idea behind DEA is conveyed the best in the dual CCR model (M3) that is much easier to solve because of calculating size. The dual model for a given unit using input and output values of other units tries to construct a hypothetical composite unit out of existing units. If it is possible, the given unit is inefficient, otherwise it is efficient and lies at the efficiency frontier. The efficiency frontier is a set of segments interconnecting all the efficient DMUs and acts as an envelope for inefficient units. An inefficient unit can be enveloped below (input-oriented model) or above (output-oriented model).

Because the problems described by models (M2) and (M3) are associated, and also because of the duality theorem in linear programming, \( DMU_k \) is efficient if and only if the conditions for optimal solution \( (\lambda^*, s^{+*}, s^{-*}, Z_k^*) \) are satisfied for problem (10) - (13):

(14) \[ Z_k^* = 1 \]

(15) \[ s^{+*} = s^{-*} = 0 \text{ in all alternate optima} \]

Then, using optimal solution \( (\lambda^*, s^{+*}, s^{-*}, Z_k^*) \) of problem (10) - (13), we can determine:

(16) \[ X_k'' = Z_k^* X_k - s^{-*} \]

(17) \[ Y_k'' = Y_k + s^{+*} \]

It can be shown that after CCR projection (16) and (17), \( DMU_k \) with altered inputs \( X_k'' \) and outputs \( Y_k'' \) becomes efficient. Differences \( \Delta X_k = X_k - X_k'' \), and the \( \Delta Y_k = Y_k'' - Y_k \), show the estimated amount of input and output inefficiency, respectively. Thus it can be seen for inefficient \( DMU_k \), how to change its inputs and outputs, so it can become efficient.

We should emphasize that for each \( DMU_j \) \( (j = 1, 2, \ldots, n) \) taken as \( DMU_k \), the appropriate linear programming problem (10) - (13) is solved. Hence, we should solve \( n \) linear programming tasks with form (10) - (13), with \( (s + m + 1) \) variables and \( (s + m) \) constraints per task.

CCR models (dual and primal) with an input orientation are still the most widely known and used DEA models despite the numerous modified
models that have appeared. CCR models assume constant returns to scale. DMU operates under constant returns to scale if an increase in inputs results in a proportionate increase in the output levels. These models calculate overall efficiency in which both pure technical efficiency and scale efficiency are aggregated into a single value. The envelopment surface obtained from the CCR model has the shape of a convex cone. The efficient DMUs would lie on top of the facets, while the inefficient ones would be covered under the cone. In a single input and output case the efficiency frontier reduces to a straight line. The CCR model yields the same efficiencies regardless of whether it is input or output oriented.

Certainly the most important extension of the original CCR models is given in [1], where Banker, Charnes and Cooper introduced one more additional constraint in model (M3):

\[ \sum_{j=1}^{n} \lambda_j = 1 \]

This constraint makes possible variable returns to scale and provides that the reference set is formed as a convex combination of the DMUs which are in it (the ones that have positive values for \( \lambda \) in the optimal solution). A DMU operates under variable returns to scale if it is suspected that an increase in inputs would not result in a proportional change in the outputs. The convexity constraint ensures that the composite unit is of similar scale size as the unit being measured. This model (BCC model) yields a measure of the pure technical efficiency that ignores the impact of scale-size by comparing a DMU only to other units of similar scale. Often, small units are qualitatively different from large units and a comparison between the two may distort measures of comparative efficiency. This measure of efficiency is always at least equal to the one given by the CCR model. The envelopment surface obtained from the BCC model results in a convex hull.

DEA model can be input- or output-oriented. The input-oriented model contracts inputs as far as possible while controlling outputs. In input-oriented models, an inefficient unit is made efficient through the proportional reduction of its inputs, while its output proportions are held constant. The output-oriented model expands outputs as far as possible while controlling inputs. In output-oriented models, an inefficient unit is made efficient through the proportional increase of its outputs, while the input proportions remain unchanged. The input and output measures are always the same in the CCR model, but frequently differ in the BCC model. Thus, if we are using the CCR model, we can solve one model and give either interpretation. If we solve the BCC input model, we can give only an input
interpretation, and we must solve the BCC output model for an output interpretation. Another difference between the BCC and CCR models deals with scalar transformations of all data for a given DMU. The efficiency measure in the CCR model is unchanged by scalar transformations, since the efficiency ratio of the scaled DMU is unchanged. On the other hand, scalar transformations of a given DMU change the scalar size and could easily affect the efficiency measures from the BCC model.

A family of related basic DEA models (input- and output-oriented) is presented in Table 1, see [10]. Model $PI_0$ is an input-oriented primal CCR model. Models $PI_1$, $PI_2$ and $PI_3$ are obtained from $PI_0$ by adding a variable $u_\ast$. $PI_3$ is an input-oriented primal BCC model. Model $DI_0$ is an input-oriented dual CCR model. Models $DI_1$, $DI_2$ and $DI_3$ are obtained from $DI_0$ by adding a constraint on the sum of the multipliers $\lambda$. $DI_3$ is an input-oriented dual BCC model. Similarly, we get models $PO_\rho$, $(\rho = 1, 2, 3)$ from $PO_0$ by adding a variable $u_\ast$, and $DO_\rho$, $(\rho = 1, 2, 3)$ from $DO_0$ by adding the same envelopment constraint.

Models $I_1$ ($PI_1$ and $DI_1$) and $O_1$ ($PO_1$ and $DO_1$) allow increasing returns to scale. A DMU operates at increasing returns to scale if a proportionate increase in all of its inputs results in a greater than proportionate increase in its outputs. These models are hybrid models in which the efficient frontier consists of two parts from the previous models, the lower portion of the ray segment and the upper portion of the convex hull boundary segments. Models $I_2$ ($PI_2$ and $DI_2$) and $O_2$ ($PO_2$ and $DO_2$) allow decreasing returns to scale. A DMU is said to operate at decreasing returns to scale if a proportionate increase in all of its inputs results in a less than proportionate increase in its outputs. These models are hybrid models in which the efficient frontier consists of two parts, the lower portion of the surface of the convex hull and the upper portion of the ray segment. Thus, these hybrid models are completely determined by CCR ($PI_0$, $POI_0$, $DI_0$ and $DO_0$) and BCC ($PI_3$, $PO_3$, $DI_3$ and $DO_3$) models.

An inefficient DMU can be made more efficient by projection onto the frontier. Model orientation determines the direction of projection for inefficient DMUs. In an input orientation one improves efficiency through the proportional reduction of inputs, whereas an output orientation requires proportional augmentation of outputs. For the input models an inefficient DMU, $(X_0, Y_0)$, is projected "back" to the boundary point $(\theta X_0, Y_0)$. $\theta$ is the contraction factor in $DI_\rho$ models. For the output models an inefficient DMU, $(X_0, Y_0)$, is projected "up" to the boundary point $(X_0, \phi Y_0)$. $\phi$ is the expansion factor in $DO_\rho$ models. These boundary points may be efficient for one orientation and inefficient for the other.
Table 1: DEA models

**Input oriented**

<table>
<thead>
<tr>
<th>Multiplier problem</th>
<th>Envelopment problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (PI_{\rho}) )</td>
<td>( (DI_{\rho}) )</td>
</tr>
<tr>
<td>( \max_{\mu, \nu} z = \mu^T Y_0 + u_* ),</td>
<td>( \min_{\theta, \lambda} \theta ),</td>
</tr>
<tr>
<td>s.t. ( \nu^T X_0 = 1 ),</td>
<td>s.t. ( Y \lambda \geq Y_0 ),</td>
</tr>
<tr>
<td>( u_* e^T + \mu^T Y - \nu^T X \leq 0 ),</td>
<td>( \theta X_0 - X \lambda \geq 0 ),</td>
</tr>
<tr>
<td>( \mu^T \geq 0 ),</td>
<td>( \theta ) free, ( \lambda \geq 0 ).</td>
</tr>
<tr>
<td>( \nu^T \geq 0 ),</td>
<td></td>
</tr>
</tbody>
</table>

where

- \( u_* = 0 \) in \( PI_0 \),
- \( \leq 0 \) in \( PI_1 \),
- \( \geq 0 \) in \( PI_2 \),
- free in \( PI_3 \).

For \( DI_0 \) : append noting
For \( DI_1 \) : append \( e^T \lambda \leq 1 \)
For \( DI_2 \) : append \( e^T \lambda \geq 1 \)
For \( DI_3 \) : append \( e^T \lambda = 1 \)

**Output oriented**

<table>
<thead>
<tr>
<th>Multiplier problem</th>
<th>Envelopment problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (PO_{\rho}) )</td>
<td>( (DO_{\rho}) )</td>
</tr>
<tr>
<td>( \min_{\mu, \nu} q = \nu^T X_0 + u_* ),</td>
<td>( \max_{\phi} \phi ),</td>
</tr>
<tr>
<td>s.t. ( \mu^T Y_0 = 1 ),</td>
<td>s.t. ( X \lambda \leq X_0 ),</td>
</tr>
<tr>
<td>( u_* e^T - \mu^T Y + \nu^T X \geq 0 ),</td>
<td>( \phi Y_0 - Y \lambda \leq 0 ),</td>
</tr>
<tr>
<td>( \mu^T \geq 0 ),</td>
<td>( \phi ) free, ( \lambda \geq 0 ).</td>
</tr>
<tr>
<td>( \nu^T \geq 0 ),</td>
<td></td>
</tr>
</tbody>
</table>

where

- \( u_* = 0 \) in \( PO_0 \),
- \( \leq 0 \) in \( PO_1 \),
- \( \geq 0 \) in \( PO_2 \),
- free in \( PO_3 \).

For \( DO_0 \) : append noting
For \( DO_1 \) : append \( e^T \lambda \leq 1 \)
For \( DO_2 \) : append \( e^T \lambda \geq 1 \)
For \( DO_3 \) : append \( e^T \lambda = 1 \)

The effect of model selection can be interpreted equivalently in terms of:

(i) a restriction on \( \lambda \),
(ii) a restriction on the supporting hyperplane, or
(iii) a restriction on the returns to scale allowed.
These equivalencies are given in the next Table [10]:

<table>
<thead>
<tr>
<th>Model</th>
<th>Restrictions</th>
<th>Hyperplane</th>
<th>Returns to scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0$</td>
<td>None</td>
<td>Passes through origin</td>
<td>Only constant allowed</td>
</tr>
<tr>
<td>$\rho = 1$</td>
<td>$\Sigma \lambda_i \leq 1$</td>
<td>$u_* \leq 0 (\nu_* \geq 0)$</td>
<td>Increasing is allowed</td>
</tr>
<tr>
<td>$\rho = 2$</td>
<td>$\Sigma \lambda_i \geq 1$</td>
<td>$u_* \geq 0 (\nu_* \leq 0)$</td>
<td>Decreasing is allowed</td>
</tr>
<tr>
<td>$\rho = 3$</td>
<td>$\Sigma \lambda_i = 1$</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

We have presented basic DEA models here. We can find in the literature numerous extensions of basic DEA models, see [5]. Some of these are:
- constraints are brought to weights for particular inputs and outputs,
- constraints are brought to amounts of particular virtual inputs and outputs,
- inputs and outputs that cannot be controlled are brought into the analysis,
- categorical variables are brought into the model,
- models for ranking relatively efficient DMUs are developed.

3. DEA MODEL UTILIZATION

This sections discusses how DEA models can be used to assess DMUs. A key stage in a DEA assessment is identification of the input/output variables pertaining to the units being assessed, see [2]. Since DEA is used to evaluate performances by directly considering input and output data, results will naturally depend exclusively on the input/output choice for the analysis and the number and homogeneity of the DMUs to be evaluated. In this stage it is important to consult the people working in the units which are to be evaluated so that major inputs and outputs can be identified properly. In principle, it is important to envelop in the analysis all important inputs, namely all the resources used and all important outputs, namely the products and services produced. However, a large number of inputs and outputs compared to the number of units to be evaluated may reduce the discriminating power of the method. The larger the number of inputs and outputs compared to the number of the units to be evaluated, the greater the chances that the units will allocate appropriate weights to a single subset of inputs and outputs that will make them appear efficient. In order to preserve the discriminating power of the method, the number of the units to be evaluated should be much larger than the number of inputs and outputs. Some authors suggest from experience that the number of DMUs should exceed the number of inputs and outputs by at least twice. Boussofiane et
al. in [2] propose testing the correlation between inputs and outputs, as one of the possible ways to reduce their number. If a pair of inputs is positively correlated then they are multiples of each another, and one may be omitted without any implications upon the efficiency to be rated. The same applies to outputs. The availability of data may also affect the choice of inputs and outputs in practice. In case data on an input or output are not available then the possibility should be checked of using a substitute for which such data will be either available or can be relatively easily obtained.

DEA is a methodology of several different interactive approaches and models used to assess the relative efficiency of DMUs and to assess the efficiency frontier. It supplies information important for managing the operations of both efficient and nonefficient units. For each inefficient unit, DEA identifies a set of relatively efficient units making thus a peer group for the inefficient unit. The peer set for an inefficient unit consists of units having the same optimum weights as the inefficient unit, but having a relative efficiency rating of 1. Such peer units are identified rather easily by the fact that they all have a positive value for \( \lambda \) in the optimum solution to (M3) for an inefficient unit. The identification of peer groups should be very useful in practice. Peer units can be used to highlight the weak aspects of the performance of the corresponding inefficient unit. The input/output levels of a peer unit can also sometimes prove useful target levels for the inefficient unit.

The solution of any DEA model provides information as to how much relatively inefficient units should reduce their inputs, or increase their outputs, to become relatively efficient. For each inefficient DMU (one that lies below the frontier), DEA identifies the sources and level of inefficiency for each input and output. The level of inefficiency is determined by comparison to a single reference DMU or a convex combination of other relevant DMUs located on the efficient frontier that utilize the same level of inputs and produce the same or a higher level of outputs. We have seen in the previous section that we can get this using the optimal solution to model (M3) and relations (16) and (17). We can get to similar information by a sensitivity analysis of the optimal solution in model (M1). These results are very important to managers, because they pointing to the sources of inefficiency for relatively inefficient DMUs.

Efficiency improvement is not only inefficient but also efficient units can be attained by identifying what is efficient operating practice. It can be usually found in the relatively efficient units. However, among the relatively efficient units some are better than others to set a good example. The need to distinguish the relatively efficient units and find out what a good
operating practice is, emerges from the essence of a DEA model that allows a unit to select the weights that will show it as having maximum efficiency. In this way the units may appear efficient because within their choice of weights all very small input subsets are ignored. Moreover, the inputs and outputs assigned larger weights could be given secondary importance while those that are ignored could be associated with the units' main functions.

To distinguish the relatively efficient DMUs Bousofiane et al. [2] suggested the following methods (or a combination of these):

- cross efficiency matrix,
- distribution of virtual inputs and outputs,
- weight restriction,
- frequency by which an efficient unit appears in the peer groups.

4. CONCLUSION

DEA is non-parameter methodology for evaluating the efficiency of non-profit DMUs. It consists of solving several mutually connected linear programming mathematical models for each DMU. While each of these models addresses managerial and economic issues and provides useful results, their orientations are different and, more importantly, they generalize and provide contact with these disciplines and concepts. Thus, models may focus on increasing, decreasing, or constant returns to scale as found in economics that are here generalized to the case of multiple outputs.

The extensive but probably incomplete bibliography [9] is intended to document the diffusion and growth of DEA. The bibliography is evidence of DEA applications involving a wide range of contexts, such as education (public schools and universities), health care (hospitals, clinics, physicians), banking, armed forces (recruiting, aircraft maintenance), auditing, sports, market research, mining, agriculture, retail outlets, organization effectiveness, transportation (ferries, highway maintenance), public housing, index number construction, benchmarking, etc. Our most importance experiences in DEA application are presented in [6], [7] and [8]. In [8], DEA is applied in evaluating the relative efficiency of 32 branches of "INVESTBANKA" bank in Belgrade. The results obtained in [7] show that DEA can be very successfully used in supporting the decision making process of investment banks. The DEA method is applied in assessing the relative efficiency of 20 investment programs in agriculture. In [6], it is shown how DEA can be used for the comparative analysis and ranking of 30 districts in Serbia.
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Abstract. In this paper we present a generalization of the Armijo step-size algorithm. This generalization of the Armijo algorithm is based on so-called "forcing functions". It is proved that this generalized algorithm is well-defined. Proof is given of the convergence of the obtained sequence of points to a first-order point of the problem of the unconstrained optimization, as well as an estimate of the rate of convergence.
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1. INTRODUCTION

We consider the problem of unconstrained optimization:

\[ \min \{ \varphi(x) \mid x \in D \}, \]

where \( \varphi : D \subset \mathbb{R}^n \rightarrow \mathbb{R} \) is a continuously differentiable function on the open set \( D \).

We consider iterative algorithms for finding an optimal solution to problem (1) generating sequences of points \( \{ x_k \} \) of the following form:

\[ x_{k+1} = x_k - \alpha_k s_k, \quad k = 0, 1, \ldots, \]

\[ \text{This research was supported by the Science Fund of Serbia, grant number 04M03, through the Institute of Mathematics, Serbian Academy of Science and ART} \]
where we suppose that the direction vector $s_k$ (where $s_k$ is a $n \times 1$ direction of search) satisfies the condition:

\[(3) \quad s_k \neq 0, \quad \langle \nabla \varphi(x_k), s_k \rangle \geq 0,\]

and the step-size $\alpha_k$ is defined by a special step-size algorithm.

The original Armijo step-size algorithm [4] defines the step-size $\alpha_k$ for the sequence $\{x_k\}$ satisfying the relations (2) and (3) in the following way:

\[\alpha_k = 0 \quad if \quad \langle \nabla \varphi(x_k), s_k \rangle = 0;\]

otherwise, $\alpha_k > 0$ is a number satisfying

\[\alpha_k = 2^{-i(k)},\]

where $i(k)$ is the smallest integer from $i = 0, 1, \ldots$, such that

\[x_k - 2^{-i} s_k \in D\]

and

\[\varphi(x_k) - \varphi(x_k - 2^{-i} s_k) \geq \gamma \cdot 2^{-i} \langle \nabla \varphi(x_k), s_k \rangle,\]

where $0 < \gamma < 1$ is a preassigned constant.

At first, we shall give some preliminaries which we need in the following text.

**Definition 1. (See [5]).** A mapping $\sigma : [0, \infty) \to [0, \infty)$ is a forcing function if for any sequence $\{t_k\} \subset [0, \infty)$

\[\lim_{k \to \infty} \sigma(t_k) = 0 \quad implies \quad \lim_{k \to \infty} t_k = 0\]

and $\sigma(t) > 0$ for $t > 0$.

(The concept of the forcing function was first introduced by Elkin in [3].)

**Definition 2. (See [5]).** Let $\{x_k\} \subset \mathbb{R}^n$ be any sequence converging to $\bar{x}$. Then the $R$-convergence factors are defined as follows:

\[R_p \{x_k\} = \begin{cases} \limsup_{k \to \infty} \|x_k - \bar{x}\|^{\frac{1}{p}} & if \quad p = 1, \\ \limsup_{k \to \infty} \|x_k - \bar{x}\|^{\frac{1}{p}} & if \quad p > 1. \end{cases}\]

If $0 < R_1 \{x_k\} < 1$, the sequence $\{x_k\}$ is said to converge to $\bar{x}$ at least $R$-linearly.
Lemma 1. Let \( \varphi: D \subset \mathbb{R}^n \rightarrow \mathbb{R} \) be continuously differentiable on an open set \( D_0 \subset D \) and suppose that \( \{x_k\} \subset D_0 \) converges to \( x^* \in D_0 \). Assume that \( \nabla \varphi(x^*) = 0 \), that \( \varphi \) has a second derivative at \( x^* \) and the Hessian matrix \( H(x^*) \) is invertible, and that there is an \( \eta > 0 \) and a \( k_0 \) for which

\[
\varphi(x_k) - \varphi(x_{k+1}) \geq \| \nabla \varphi(x_k) \|^2, \quad \forall k \geq k_0.
\]

Then \( R_1\{x_k\} < 1 \).

Proof. See [5].

Lemma 2. (See [6]). Let \( \varphi: D \subset \mathbb{R}^n \rightarrow \mathbb{R} \) be twice continuously differentiable and let there exist an \( m, \; 0 < m < \infty \) such that

\[
m\|y\|^2 \leq \langle y, H(x)y \rangle \quad \text{for all} \; x \in D, \; y \in \mathbb{R}^n.
\]

Then the function \( \varphi \) is strongly convex and the set \( \{x \mid \varphi(x) \leq \varphi(x_0)\} \) is bounded for any \( x_0 \in D \).

2. A GENERALIZATION OF THE FIRST ORDER AMIJO STEP-SIZE ALGORITHM

We consider a sequence of points \( \{x_k\} \) with properties (2) and (3) where the step \( \alpha_k \) is defined in the following way:

\[
\alpha_k = 0 \quad \text{if} \quad \langle \nabla \varphi(x_k), s_k \rangle = 0;
\]

otherwise, \( \alpha_k > 0 \) is a number satisfying

\[
\alpha_k = q^{-i(k)}, \; q > 1,
\]

where \( i(k) \) is the smallest integer from \( i = 0, 1, \ldots \), such that

(4A) \[
x_k - q^{-i}s_k \in D
\]

and

(4B) \[
\varphi(x_k) - \varphi(x_k - \alpha_k s_k) \geq \alpha_k \sigma(\langle \nabla \varphi(x_k), s_k \rangle),
\]

where \( \sigma: [0, \infty) \rightarrow [0, \infty) \) is a forcing function such that \( \delta_1 t \leq \sigma(t) \leq \delta_2 t \) for every \( t \geq 0 \) and some \( 0 < \delta_1 < \delta_2 < 1 \).

Since \( D \) is open, \( x_k - q^{-i}s_k \in D \) for sufficiently large \( i \). The existence of a finite \( i(k) \) such that \( \alpha_k = q^{-i(k)} \) satisfies (4) is proved in the following lemma.
Lemma 3. Let $\varphi : D \subset \mathbb{R}^n \to \mathbb{R}$ be continuously the differentiable on an open set $D_0 \subset D$ and suppose that $x_k, \alpha_k = q^{-i}$ and $s_k$ satisfy $\langle \nabla \varphi(x_k), s_k \rangle > 0$, $[x_k, x_k - q^{-i}s_k] \subset D$ and

$$\varphi(x_k) - \varphi(x_k - q^{-i}s_k) < q^{-i} \sigma(\langle \nabla \varphi(x_k), s_k \rangle)$$

for some $i (= 0, 1, \ldots)$ and $q > 1$, where $\sigma : [0, \infty) \to (0, \infty)$ is a forcing function such that $\sigma(t) \leq \delta t$ for every $t \geq 0$ and some $0 < \delta < 1$.

Then there exists a finite $i^* > i$ such that (4) holds.

**Proof.** Define the function $F : [0, 1] \to \mathbb{R}$ in the following way:

$$F(\lambda) = \begin{cases} 
\varphi(x_k) - \varphi(x_k - \lambda \cdot q^{-i}s_k) \\
\lambda q^{-i} \langle \nabla \varphi(x_k), s_k \rangle \\
1
\end{cases}, \quad \lambda \in (0, 1]; \\
\lambda = 0,$n

By L’Hospital’s rule, we have $F(\lambda) \to 1$ as $\lambda \to 0$, so that $F$ is continuous on $[0, 1]$. Consequently, since $F(0) = 1$ and

$$F(1) < \frac{\sigma(\langle \nabla \varphi(x_k), s_k \rangle)}{\langle \nabla \varphi(x_k), s_k \rangle} \leq \delta < 1,$n

$f(\lambda)$ takes on all values between $\frac{\sigma(\langle \nabla \varphi(x_k), s_k \rangle)}{\langle \nabla \varphi(x_k), s_k \rangle}$ and 1. Hence, there exists a finite $\bar{i}, \bar{\lambda} = q^{-\bar{i}}, 0 < \bar{\lambda} < 1$, such that

$$\frac{\sigma(\langle \nabla \varphi(x_k), s_k \rangle)}{\langle \nabla \varphi(x_k), s_k \rangle} \leq F(\bar{\lambda}) < 1,$n

i.e. (4) will be satisfied for $\bar{\alpha}_k = q^{-\bar{i}}q^{-i}$, i.e. for $i^* = i + \bar{i}$.

**Theorem 1.** Let $\varphi : D \subset \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function on the open set $D$. Let the sequence $\{x_k\}$ be defined by relations (2), (3) and (4). Let $\bar{x} \in D$ be a point of accumulation of $\{x_k\}$ and $K_1$ a set of indices such that $x_k \to \bar{x}$ for $k \in K_1$. Assume that there exists a $\beta > 0$ such that

$$\langle \nabla \varphi(x_k), s_k \rangle \geq \beta \|\nabla \varphi(x_k)\| \|s_k\| \quad \text{for } k \in K_1 \text{ and } \nabla \varphi(x_k) \neq 0,$n

that the sequence $\{s_k\}$ is uniformly bounded ($k \in K_1$) and

$$\|s_k\| \geq \mu(\|\nabla \varphi(x_k)\|) \quad \text{for all } k \in K_1,$n

where $\mu : [0, \infty) \to [0, \infty)$ is a forcing function such that $\mu(t) \geq mt$ for some $\mu > 0$. Then $\nabla \varphi(\bar{x}) = 0$. 
Proof. There are two cases to consider.

a) The set of indices \( \{i(k)\} \) for \( k \in K_1 \) is uniformly bounded above by a number \( I \).

Since, by (4) the sequence \( \{\varphi(z_k)\} \) is monotone decreasing and each \( \langle \nabla \varphi(z_k), s_k \rangle \geq 0 \) it follows that

\[
\varphi(x_0) - \varphi(x) = \sum_{k=0}^{\infty} [\varphi(x_k) - \varphi(x_{k+1})] \geq \sum_{k \in K_1} [\varphi(x_k) - \varphi(x_{k+1})] \geq \\
\geq \sum_{k \in K_1} q^{-i(k)} \sigma(\langle \nabla \varphi(x_k), s_k \rangle) \geq q^{-I} \sum_{k \in K_1} \delta_1 (\nabla \varphi(x_k), s_k) \geq \\
\geq \delta_1 q^{-I} \sum_{k \in K_1} \beta \| \nabla \varphi(x_k) \| \| s_k \| \geq \\
\geq \delta_1 \beta q^{-I} \sum_{k \in K_1} \| \nabla \varphi(x_k) \| \mu (\| \nabla \varphi(x_k) \|) \geq \\
\geq m \delta_1 \beta q^{-I} \sum_{k \in K_1} \| \nabla \varphi(x_k) \|^2.
\]

Since \( \varphi(x) \) is finite and since \( \| \nabla \varphi(x_k) \|^2 \geq 0 \), it follows that \( \nabla \varphi(x_k) \to 0 \) for \( k \in K_1 \). Hence, by continuity of \( \nabla \varphi \), we have \( \nabla \varphi(x) = 0 \). b) There is a subset of indices \( K_2 \subset K_1 \) such that \( \lim_{k \in K_2} i(k) = \infty \). Because of the definition of \( i(k) \), then either

\[ x_k + q^{-i(k)+1}s_k \notin D \]

or

\[ \varphi(x_k) - \varphi(x_k - q^{-i(k)+1}s_k) < q^{-i(k)+1} \sigma(\langle \nabla \varphi(x_k), s_k \rangle). \tag{5} \]

If the cause for termination of iteration \( k \) were that \( x_k + q^{-i(k)+1}s_k \notin D \) infinitely often, then, since \( i(k) \to \infty \) for \( k \in K_2 \) and because the sequence \( \{s_k\} \) is uniformly bounded, it follows that \( x \) is on the boundary of \( D \). Since \( D \) is an open set, \( x \notin D \), which is a contradiction to the theorem assumption.

Thus, without loss of generality (5) can be considered to hold for all \( k \in K_2 \).

Because \( \varphi \) is by assumption continuously differentiable and \( \{s_k\} \) is uniformly bounded, it follows that (5) can be written as:

\[
\varphi(x_k) - \varphi(x_k - q^{-i(k)+1}s_k) = q^{-i(k)+1} \langle \nabla \varphi(x_k), s_k \rangle + o(q^{-i(k)+1} \| s_k \|) \leq \\
< q^{-i(k)+1} \sigma(\langle \nabla \varphi(x_k), s_k \rangle) \\
< q^{-i(k)+1} \delta_2 (\nabla \varphi(x_k), s_k).
\]
Hence,
\[ q^{-i(k)+1}(\nabla \varphi(x_k), s_k)(1 - \delta_2) < o(q^{-i(k)+1}\|s_k\|). \]
Dividing by \( 2^{-i(k)+1}\|s_k\| \) yields
\[ \frac{o(q^{-i(k)+1}\|s_k\|)}{q^{-i(k)+1}\|s_k\|} > \frac{\langle \nabla \varphi(x_k), s_k \rangle (1 - \delta_2)}{\|s_k\|} \geq \beta(1 - \delta_2)\|\nabla \varphi(x_k)\| \]
Because \( \{s_k\} \) is uniformly bounded, taking the limit as \( k \to \infty \) for \( k \in K_2 \) yields, by continuity of \( \nabla \varphi \):
\[ \beta(1 - \delta_2)\|\nabla \varphi(\bar{x})\| \leq 0. \]
Since \( \beta > 0, 1 - \delta_2 > 0 \), it follows \( \nabla \varphi(\bar{x}) = 0 \).

**Theorem 2.** Let the assumptions of Theorem 1 be satisfied. Let additionally, the function \( \varphi : D \subset \mathbb{R}^n \to \mathbb{R} \) be twice continuously differentiable and such that there exists an \( l > 0 \) satisfying

(6) \[ l\|y\|^2 \leq \langle y, H(x)y \rangle \text{ for all } x \in D, \ y \in \mathbb{R}^n. \]

Then the sequence \( \{x_k\} \) generated by the generalized Armijo algorithm converges to \( \bar{x} \), where \( \bar{x} \) is the unique optimal solution to problem (1), at least \( \mathbb{R} \) - linearly.

**Proof.** From condition (6) it follows that the function \( \varphi \) is, by Lemma 2, strongly convex and that the level set \( N = \{x \in D \mid \varphi(x_k) \leq \varphi(x_0)\} \) for some \( x_0 \in D \) is convex and compact. Furthermore, since \( \varphi \) is twice continuously differentiable, from (6) it also follows that there exists an \( L > 0, L \geq l \) such that

(7) \[ l\|y\|^2 \leq \langle y, H(x)y \rangle \leq L\|y\|^2 \text{ for all } x \in N, \ y \in \mathbb{R}^n. \]

From relation (4) we have that \( \varphi(x_k) > \varphi(x_{k+1}) \); hence \( x_{k+1} \in N \) if \( x_k \in N \).

By Theorem 1 we have that \( \|\nabla \varphi(\bar{x})\| = 0 \).

By strong convexity of \( \varphi \) it follows that \( \bar{x} \) is the unique optimal solution to problem (1).

Denote by \( F \) the following function:

\[ F(x, s, \alpha) = \varphi(x) - \varphi(x - \alpha s). \]

By Taylor's theorem we have

\[ F(x_k, s_k, \alpha) = \alpha\langle \nabla \varphi(x_k), s_k \rangle - \alpha^2 \int_0^1 (1 - t)(s_k, H(x_k - t\alpha s_k)s_k)dt. \]
From this equation, in view of (7), it follows that

$$F(x_k, s_k, \alpha) \geq \alpha \langle \nabla \varphi(x_k), s_k \rangle - \frac{1}{2} \alpha^2 L \|s_k\|^2.$$ 

Using the function $F$, because of the definition of $i(k)$, we have:

$$F(x_k, s_k, q^{-i(k)-1}) < q^{-i(k)-1} \sigma \langle \nabla \varphi(x_k), s_k \rangle,$$

i.e., by introducing the function $\overline{F}$:

$$\overline{F}(x_k, s_k, q^{-i(k)-1}) = F(x_k, s_k, q^{-i(k)-1}) - q^{-i(k)-1} \sigma \langle \nabla \varphi(x_k), s_k \rangle < 0$$

$$\overline{F}(x_k, s_k, q^{-i(k)-1}) \geq q^{-i(k)-1} \langle \nabla \varphi(x_k), s_k \rangle - \frac{1}{2} q^{-2i(k)-2} L \|s_k\|^2 -$$

$$- q^{-i(k)-1} \sigma \langle \nabla \varphi(x_k), s_k \rangle \geq$$

$$\geq q^{-i(k)-1} \cdot \beta \| \nabla \varphi(x_k) \| \|s_k\|$$

$$- q^{-i(k)-1} \delta_2 \beta \| \nabla \varphi(x_k) \| \|s_k\| - \frac{1}{2} q^{-2i(k)-2} L \|s_k\|^2 =$$

$$= q^{-i(k)-1} \beta (1 - \delta_2) \| \nabla \varphi(x_k) \| \|s_k\|$$

$$- \frac{1}{2} q^{-2i(k)-2} L \|s_k\|^2 < 0.$$ 

From the last inequality it follows that

$$q^{-i(k)-1} \geq \frac{2 \beta (1 - \delta_2) \| \nabla \varphi(x_k) \|}{L \|s_k\|}, \text{ i.e.}$$

$$q^{-i(k)} \geq \frac{q \cdot 2 \cdot \beta (1 - \delta_2) \| \nabla \varphi(x_k) \|}{L \|s_k\|}.$$ 

Finally, from (4B) it follows:

$$\varphi(x_k) - \varphi(x_k - q^{-i(k)} s_k) \geq q^{-i(k)} \sigma \langle \nabla \varphi(x_k), s_k \rangle \geq$$

$$\geq \frac{2 \cdot q \cdot \beta^2 \cdot (1 - \delta_2) \delta_1}{L} \| \nabla \varphi(x_k) \|^2 = \eta \| \nabla \varphi(x_k) \|^2,$$

where $\eta = \frac{2q \beta^2 \delta_1 (1 - \delta_2)}{L} > 0$.

From the last inequality, by Lemma 3 it follows that the sequence $\{x_k\}$ converges to $\bar{x}$ at least $R$ linearly (where $\bar{x}$ is, as we have already proved, the unique optimal solution to problem (1)).
3. CONCLUSION

Because of general assumptions about the objective function $\varphi$, the generalized algorithm can be used to solve a wide class of unconstrained optimization problems. Also, the choice of forcing functions $\sigma(t)$ with the property $\delta_2 t \leq \sigma(t) \leq \delta_1 t$, $0 < \delta_1 < \delta_2 < 1$, is wide.

Finally, this generalized algorithm can be used to solve constrained optimization problems (see [1], [2]) when constraints are adequately considered.
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1. INTRODUCTION

Milyutin and Dubovitskii formulated a general approach for a broad class of extremal problems with differentiable constraints, based on the extension of the Kuhn-Tucker theorem to infinite-dimensional spaces and an analysis of Pontrjagin’s Maximum Principle [7], called the Intersection Principle.

Let $\Omega_0, \Omega_1, \ldots, \Omega_n$ be simultaneously the subsets of the linear topological locally convex space $\mathbb{R}^n$ and the convex cones. Suppose that $\Omega_0$ is a subspace and $\Omega_i \equiv \text{int}\Omega_i, i = 1, \ldots, n$. Then

$$\bigcap_{i=0}^{n} \Omega_i = \emptyset \iff \sum_{i=0}^{n} \lambda_i = 0 \text{ (at least one } \lambda_j \neq 0)$$

$$\lambda_i \in \Omega_i^*, \lambda_i(x) \geq 0, \forall x \in \Omega_i, i = 0, 1, \ldots, n.$$
This approach has the disadvantage that all but one of the convex sets must be open. Boltyanskii resolved this problem in the finite-dimensional case using the definition of the tent (tangential convex cone) as convex approximants generated with constraints. His "method of tents" is applicable to a broad class of optimization problems with differentiable data.

**Definition 1.** Let \( C \subseteq \mathbb{R}^n \) and \( x_0 \in C \). A convex cone \( K \) is a (smooth) tent for \( C \) at \( x_0 \) if there exist a neighborhood \( \Sigma \) of \( x_0 \) and a (smooth) continuous map \( \Psi : \Sigma \rightarrow \mathbb{R}^n \) satisfying conditions:

\[
\Psi(K \cap \Sigma) \subseteq C;
\]
\[
\Psi(x) = x + o(x - x_0), \forall x \in \Sigma.
\]

Using the "method of tents", Boltyanskii formulated and proved the necessary conditions of optimality for discrete control problems with and without phase constraints in the form of Pontrjagin's Maximum Principle.

In Watkins' paper [11] it is shown that Clarke's tangent cone satisfies the intersection theorem and, as a corollary, the Intersection Principle. The Milytin-Dubovitskii approach is thus extended to the nondifferentiable optimization theory through the use of Clarke's tangent cone and so the necessary conditions of optimality for discrete control problems could be extended to a nonsmooth problem with and without phase constraints.

2. **CLARKE'S TANGENT CONE AND THE INTERSECTION PRINCIPLE**

The following neighborhood characterization of Clarke's tangent cone \( T_C(x_0) \) of a closed set \( C \subseteq \mathbb{R}^n \) at \( x_0 \in C \) is equivalent to Clarke's definition in [4].

**Definition 2.** Let \( C \subseteq \mathbb{R}^n \) be closed and \( x_0 \in C \).

\[ v \in T_C(x_0) \text{ if and only if } \forall \varepsilon > 0, \exists \delta, \lambda > 0 \text{ such that } \]

\[ x' + t(v + \varepsilon B) \cap C \neq \emptyset, \forall t \in [0, \lambda], \forall x' \in C \cap (x_0 + \delta B) \]

for all \( v \) in any compact subset \( S \subseteq T_C(x_0) \).

Watkins [8] proved that a solid Clarke's tangent cone (\( \text{int} T_C(x_0) \neq \emptyset \)) is a tent for \( C \) at \( x_0 \) and that a family of Clarke's tangent cones satisfy:
The Intersection Principle: A system of tangential approximants satisfies the Intersection Principle if, whenever $K_i, i = 1, \ldots, m$ are tangential approximants at $x_0$ for sets $C_i (C_i \subset \mathbb{R}^n, i = 1, \ldots, m)$, and at least one cone $K_i$ is not a subspace, and the family of cones is inseparable, then the set $\bigcap_{i=1}^m C_i$ contains points arbitrarily close to, but distinct from $x_0$.

In the same paper Watkins proved that a family of Clarke’s tangent cones also satisfies the following intersection theorem:

**Theorem 1.** Let $C_i, i = 1, \ldots, m$ be closed subsets of $\mathbb{R}^n$ with $x_0 \in C_{m+1} = \bigcap_{i=1}^m C_i$, and assume that Clarke’s tangent cones $T_{C_i}(x_0), i = 1, \ldots m$ are inseparable. Then

$$\bigcap_{i=1}^m T_{C_i}(x_0) \subset T_{C_{m+1}}(x_0).$$

**Theorem 2.** Clarke’s tangent cone satisfies the Intersection Principle.

3. DISCRETE OPTIMIZATION PROBLEMS

We consider the control problem in which the trajectories and controls are defined with sequences

$$x(0), x(1), \ldots, x(N); \ u(0), u(1), \ldots, u(N),$$

for each $t = 0, 1, \ldots, N$.

Here $x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m$ and for each $x(t)$ there exists $u(t) \in U_t, t = 0, 1, \ldots, N - 1$; thus the phase state can be uniquely defined:

$$x(t + 1) = f_t(x(t), u(t)), \ t = 0, 1, \ldots, N - 1$$

We shall now discuss the following discrete control problem:

$$(P_1): \text{For given initial phase state } x(0) \text{ define discrete process}$$

$$u(0), u(1), \ldots, u(N - 1)$$
(4) \[ x(0), x(1), \ldots, x(N) \]
satisfying functional relation (2) and minimizing functional

(5) \[ J = \sum_{k=0}^{N-1} f_k^0(x(k), u(k)) \]

If we suppose that for each \( t = 0, 1, \ldots, N \) the phase constraints

(6) \[ x(t) \in M_t \subset \mathbb{R}^n, \]

are satisfied then we can consider the following discrete control problem with phase constraints:

\( (P_2) \) For initial phase state \( x(0) \) define discrete process (3), (4), satisfying functional relation (2) and phase constraints (6), and minimizing functional (5).

If \[ M_t = \mathbb{R}^n, t = 0, 1, \ldots, N, \]
we have the discrete control problem without constraints, denoted by \( (P_1) \).

4. MATHEMATICAL PROGRAMMING PROBLEM

Formulated discrete control problems \( (P_1) \) and \( (P_2) \) could be considered as mathematical programming problems.

Let us denote

(7) \[ x_i^t = x^i(t), u_i^\tau = u^j(\tau), \]

\( i = 0, 1, \ldots, m; j = 1, \ldots, r; t = 1, \ldots, N; \tau = 0, 1, \ldots, N - 1, \)

and consider \( x_i^t, u_i^\tau \) as coordinates of point \( z = (x_i^t, u_i^\tau) \in \mathbb{R}^n, n = (m + r)N. \) Thus, every discrete process (3), (4) corresponds to a point \( z \in \mathbb{R}^n \), satisfying (2), i.e.

(8) \[ -x_{i+1}^t + f_i^t(x_t, u_t) = 0; \quad i = 1, \ldots, m; t = 0, 1, \ldots, N - 1, \]

where, for \( t = 0, x_0 = (x_0^1, \ldots, x_0^m) = x(0). \)
If we denote
\[ \Sigma_\tau = \{ z = (x^i_t, w^i_\tau) \in R^n : u_{\theta} \in U_\theta \}, \]
where the coordinates \( x^i_t, w^i_\tau (\tau \neq \theta) \) are arbitrary, we have that
\[ z = (x^i_t, w^i_\tau) \in \Sigma_\tau, \quad \tau = 0, 1, \ldots, N - 1, \]
and on the contrary, if \( z = (x^i_t, w^i_\tau) \) satisfies (8), (9), then discrete process (3), (4), defined by (7) will satisfy condition (2) and \( u(\tau) \in U_\tau \).

Thus, if we denote by \( \Sigma \) the set of all points \( z \in R^n \) satisfying (8), (10), we have a one-to-one correspondence between discrete process (2), (3), (4) and the points of the set \( \Sigma \).

Consider the functions
\[ F^i_t(z) = -x^i_{t+1} + f^i_t(x_t, u_t), \quad i = 1, \ldots, m; \quad t = 0, 1, \ldots, N - 1, \]
and denote with \( \Omega^i_t \) the set of all the points \( z \in R^n \) satisfying the conditions \( F^i_t(z) = 0 \), and with
\[ \Omega^* = \bigcap_{i=1}^{m} \bigcap_{t=0}^{N-1} \Omega^i_t, \]
the set of all the points \( z \in R^n \), satisfying the equations
\[ F^i_t(z) = 0, \quad i = 1, \ldots, m; \quad t = 0, 1, \ldots, N - 1. \]

Then
\[ \Sigma = \Omega^* \cap \Sigma_0 \cap \cdots \cap \Sigma_{N-1}. \]

If we denote
\[ F^0(z) = \sum_{i=0}^{N-1} f^i_t(x_t, u_t), \]
then it is evident that the value of functional (5) is \( J = F^0(z) \), and that the discrete problem \( (P_1) \) is equivalent to the problem of determining the minimum of function \( F^0(z) \) on set \( \Sigma \).

**Definition 3.** The bounded function \( f : R^n \to R \) is a locally Lipschitz function if for any set \( B \subset R^n \) there exists a constant \( K > 0 \):
\[ |f(z_1) - f(z_2)| \leq K|z_1 - z_2|, \forall z_1, z_2 \in B. \]
**Definition 4.** The epigraph of a bounded locally Lipschitz function \( f : R^n \to R \), denoted by \( \text{epi}(f) \), is the set
\[
\text{epi}(f) = \{(z,s) \in R^n \times R : f(z) \leq s\}.
\]

**Definition 5.** The generalized gradient of a bounded locally Lipschitz function \( f : R^n \to R \) at point \( z_0 \in R^n \) is the set
\[
\partial f(z_0) = \{z \in R^n : (z,-1) \in N_E(z_0, f(z_0))\},
\]
where \( N_E(z_0, f(z_0)) \) is the polar cone of closed set \( E \), defined by the epigraph of function \( f \) at the point \( z_0 \).

**Remark 1.** The connection between the generalized gradient of a locally Lipschitz function at a point \( z_0 \) and Clarke’s tangent cone to the epigraph of \( f \) at \((z_0, f(z_0))\) is expressed by the polar relation
\[
N_E(z_0) = (T_E(z_0))^o = \{z \in R^n : y \in T_E(z_0), <y,z> \leq 0\}.
\]

Clarke exploited these notions in [4], [5] in deriving the necessary optimality conditions for nonsmooth variational problems.

Assume that \( F^0(z), g_i(z), h_j(z)(i = 1, \ldots, n; j = 1, \ldots, m) \) are bounded locally Lipschitz functions mapping the Banach space \( X \to R \), and given closed subset \( \Sigma \subset X \). Then the following could be proved:

**Theorem 3.** (Clarke) If \( F^0(z_0) = \min_{z \in \Sigma} F^0(z) \) and the constraints
\[
(12) \quad g_i(z) \leq 0, \quad i = 1, \ldots, n;
\]
\[
(13) \quad h_j(z) = 0, \quad j = 1, \ldots, m,
\]
hold, then there exist the numbers \( r_0, r_i, s_j(i = 1, \ldots, n; j = 1, \ldots, m) \), at least one of them is not 0, and the point \( z^* \in X^* \), satisfying the following conditions:

1. \( r_0 \geq 0, \ r_i \geq 0, \ i = 1, \ldots, n; \)
2. \( r_i g_i(z_0) = 0, \quad i = 1, \ldots, n; \)
3. \( z^* \in r_0 \partial F^0(z_0) + \sum_{i=1}^{n} r_i \partial g_i(z_0) + \sum_{j=1}^{m} s_j \partial h_j(z_0), \)
4. \(-z^* \in N_{\Sigma}(z_0). \)
This theorem can be proved by the same method Bol’tyanskiĭ used to demonstrate a similar proposition in [2]. This treatment implies the construction of Clarke’s tangential cones for the set $\Sigma$ at the point $z_0$, and the sets defined by the inequalities (12) and the equalities (13). After that, the Intersection Principle is applied to the considered family of Clarke’s tangential cones.

The same analogy can be developed for the problem $(P_2)$ with phase constraints if we assume that the set $\Sigma$ includes the sets defined by the inequalities and the equalities corresponding to the phase constraints.

**Theorem 4.** If $F^0(z_0) = \min_{z \in \Sigma} F^0(z)$ and the constraints
\[
g_i(z) \leq 0, \quad i = 1, \ldots, n;
\]
\[
h_j(z) = 0, \quad j = 1, \ldots, m;
\]
\[
p_l(z) \leq 0, \quad l = 1, \ldots, n_s;
\]
\[
q_k(z) = 0, \quad k = 1, \ldots, m_s,
\]
hold, then there exist the numbers $r_0, r_i, s_j, t_l, w_k$ ($i = 1, \ldots, n$; $j = 1, \ldots, m$; $l = 1, \ldots, n_s$; $k = 1, \ldots, m_s$) at least one of them is not $0$, and the point $z^* \in X^*$ ($X^*$ conjugate space of $X$), satisfying the following conditions:

1. $r_0 \geq 0$, $r_i \geq 0$ ($i = 1, \ldots, n$), $p_l \geq 0$ ($l = 1, \ldots, n_s$);

2. $r_i g_i(z_0) = 0$ ($i = 1, \ldots, n$), $t_l p_l(z_0) = 0$ ($l = 1, \ldots, n_s$);

3. $z^* \in r_0 \partial F^0(z_0) + \sum_{i=1}^{n} r_i \partial g_i(z_0) + \sum_{j=1}^{m} s_j \partial h_j(z_0) + \sum_{l=1}^{n_s} t_l \partial p_l(z_0) + \sum_{k=1}^{m_s} w_k \partial q_k(z_0)$;

4. $-z^* \in N_{\Sigma}(z_0)$.
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Abstract. The problem of finding a numerical solution for the nonlinear integral equations

\[ y(x) - \int_a^x K(x, s, y(s))ds = f(x) \]

and

\[ y(x) - \int_a^x K(x, s)F[y(s)]ds = f(x) \]

is considered. Two methods for the discretization of (1) and (2) are proposed. The first method is based on numerical integration and interpolation. In the second method, the Euler-McLaurin formula and numerical derivation are used. The numerical results obtained using these methods are presented and compared.
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1. INTRODUCTION

Integral equations have a significant role in practice. A lot of problems from mechanics, physics, aerodynamics, astronomy, etc. (see [1] and [4]) can be resolved by solving the corresponding integral equations.
We consider nonlinear integral equations in the following forms

\begin{align}
(3) \quad y(x) &= f(x) + \int_{a}^{x} K[x, s, y(s)]ds \\
(4) \quad y(x) &= f(x) + \int_{a}^{x} K(x, s)F[y(s)]ds
\end{align}

and look for the solution \( y(x) \) on the interval:

\[ a \leq x \leq b, \ (a, b \in \mathbb{R}). \]

We assume that all functions in (3) and (4) are continuous in the corresponding domains. Our consideration could be applied to other forms of integral equations, especially, if it is possible to express \( y(x) \) as in the following example:

\[ y(x) = \Phi \left( x, \int_{a}^{x} K(x, s)y(s)ds \right), \]

but in these cases an additional examination about the existence and uniqueness of solution \( y(x) \) is necessary.

For integral equations (3) and (4) we assume that the following conditions hold

\begin{align}
(5) \quad &|K(x, s, z_1) - K(x, s, z_2)| \leq m(x, s)|z_1 - z_2|, \\
&\left| \int_{a}^{x} K(x, s, f(s))ds \right| \leq n(x) \\
&\int_{a}^{x} n^2(s)ds \leq N^2, \quad \int_{a}^{b} dx \int_{a}^{x} m^2(x, s)ds \leq M^2, \ a \leq s \leq x \leq b
\end{align}

where

- \( N \) and \( M \) are real constants, and
- \( n(x) \) and \( m(x, s) \) are the integrable functions with their squares.

In [4] it is quoted that if the conditions (5) are satisfied, then the existence and uniqueness of solution \( y(x) \) are provided for equation (3) (but we will not consider these problems). In addition, conditions (5) are sufficient for the convergence (see [4]) of the iterative processes described by the formulas.
\[ y_{k+1}(x) = f(x) + \int_a^x K(x, s, y_k(s))ds, \]
\[ y_{k+1}(x) = f(x) + \int_a^x K(x, s)F(y_k(s))ds. \]

(6)

if the initial approximation \( y_0(x) \) is known. (The initial approximation is an arbitrary continuous function, but usually \( y_0(x) = f(x) \) is taken.)

Of course, all our considerations hold for the most popular integral equations - linear integral equations. If the function \( F(y(s)) \) in (4) is \( y(s) \), we get a linear integral equation.

2. DISCRETIZATION

In most cases, it is not possible to find the solution of (3) and (4) in an analytical form. Because of that, different kinds of numerical methods are used.

The iterative process described by (6) ensures a way to find approximate solutions. Moreover, if this process is used in the analytical form, even during the calculation of the first or the second iteration, the analytical expressions obtained by (6) usually become too complex. Therefore, discretization is necessary.

The first step in discretization is to discrete the problem. Therefore, we are looking for the approximate solution \( y(x) \) of (3) and (4) in the discrete point set:

\[ G_n = \{ x_i \mid a = x_0 < x_1 < \cdots < x_n = b \} \]

We use the iterative process (6) to find an approximate solution and the main problem encountered is to select a way of discretization for this process. The key action in discretization is calculating the values of function \( W(x, s, y(s)) \) and its integral:

\[ \int_a^x W(x, s, y(s))ds \]

(7)

The form of function \( W(x, s, y(s)) \) depends on the equation used in (6). We propose two approaches in the calculation of (7) and we practically create two methods for the discretization of (6). In (7) \( x \) is a parameter and in the process of calculating, \( x \) always has concrete value.
Approach I. This approach is based on numerical integration and interpolation. Approach I is firstly applied in [3] for the discretization of Chaplygin’s method. Later we recognize that this approach is more general and could be used for the discretization of different analytical methods.

In each iteration \( k(k = 0, 1, 2, \ldots) \) we do the following steps:

**Step 1.** \( y_k(x) \) is replaced by an associated interpolation function \( S_{k,n}(x) \).

**Step 2.** Discretization of \( W(x, s, y_k(s)) \) is made by calculating its values on \( G_n \).

**Step 3.** Integrand \( W(x, s, y_k(s)) \) is replaced with \( W_n(x, s, S_{k,n}(s)) \) using the same interpolation function as in Step 1.

**Step 4.** Some of the formulas for numerical integration are applied in the computing of (7).

After the computation of (7) it is easy to find the approximate value for \( y(x) \).

The variety of numerical integration formulas used in Step 4 and interpolation formulas used in Step 1 generates different schemes for the solution of (4) and (5).

Approach II. This approach is based on the Euler-McLaurin formula and numerical derivations. It is firstly applied for the discretization of Chaplygins method too ([2]), and later in other analytical methods. An equidistant grid \( G_n = G_h \) (the steplength \( h \) is constant, \( h = \frac{(b - a)}{n} \), \( x_i = a + ih \), \( i = 0, \ldots, n \)) is assumed.

According to the Euler-McLaurin formula we have:

\[
\int_a^x W(x, s, y(s))ds \approx \frac{1}{2}[W_0(x) + 2 \sum_{j=1}^{i-1} W_j(x) + W_i(x)] - \\
- \sum_{j=1}^{m} \frac{B_{2j}}{(2j)!} h^{2j} (W^{(2j-1)}(x, x_i, y(x_i)) - \\
- W^{(2j-1)}(a, a, y(a)))
\]

where \( W_i(x) = W(x, x_i, y(x_i)), \ i = 0, 1, \ldots, n \). \( B_k \) are Bernoulli’s numbers, implicitly defined by

\[
\frac{t}{e^t - 1} = \sum_{k=0}^{\infty} B_k \frac{t^k}{k!}
\]
and from (9) we have:

\[ B_0 = 1, \; B_1 = -\frac{1}{2}, \; B_2 = \frac{1}{6}, \; B_4 = -\frac{1}{30}, \; B_6 = \frac{1}{42}, \; B_8 = -\frac{1}{30}, \ldots, \; B_{2k+1} = 0, \; k \geq 1. \]

To apply formula (8), it is necessary to know the values of derivatives of the function \( W(x, s, y(s)) \) on \( G_h \). The derivatives are approximated by finite differences using the values of \( W(x, s, y(s)) \) on \( G_h \). A global description of the algorithm for this discretization approach is shown by the following steps:

**Step 1.** Compute the approximate value of integral (7) using the trapezoidal rule.

**Step 2.** Compute the values of \( W(x, s, y(s)) \) on \( G_h \).

**Step 3.** Approximate the derivatives of \( W(x, s, y(s)) \) using finite differences.

**Step 4.** Improve the value of integral (7) using formula (8).

In the process of programming, different modifications of this algorithm are possible. For example, using the derivatives of different orders in (9), we could approximately estimate the error in the obtained values on \( G_h \).

3. **NUMERICAL EXAMPLES**

We will now present the numerical results obtained using both of the described approaches to discretization. Special software, developed in the programming language Pascal, is applied for this purpose. The program stops when two consecutive iterates have the same value. All examples of the integral equations considered here are taken from [4].

**Example 1.** Let us have the integral equation:

\[ y(x) = \int_0^x \frac{1 + y^2(s)}{1 + s^2} ds \text{ with the exact solution } y^E(x) = x \]

If we apply Approach I, utilizing the Gaussian integration method with 7 nodes and cubic spline interpolation, for \( h = 1.0, \; n = 10, \; y_0 = 0 \), after 24 iterations we have:
<table>
<thead>
<tr>
<th>$x$</th>
<th>$y(x)$</th>
<th>$y^E(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>1.00000000010</td>
<td>1.00000000000</td>
</tr>
<tr>
<td>2.00</td>
<td>2.00000000032</td>
<td>2.00000000000</td>
</tr>
<tr>
<td>3.00</td>
<td>3.00000000044</td>
<td>3.00000000000</td>
</tr>
<tr>
<td>4.00</td>
<td>4.00000000117</td>
<td>4.00000000000</td>
</tr>
<tr>
<td>5.00</td>
<td>5.00000000226</td>
<td>5.00000000000</td>
</tr>
<tr>
<td>6.00</td>
<td>6.00000000223</td>
<td>6.00000000000</td>
</tr>
<tr>
<td>7.00</td>
<td>6.9999999901</td>
<td>7.00000000000</td>
</tr>
<tr>
<td>8.00</td>
<td>7.99999999040</td>
<td>8.00000000000</td>
</tr>
<tr>
<td>9.00</td>
<td>8.99999997447</td>
<td>9.00000000000</td>
</tr>
<tr>
<td>10.00</td>
<td>9.99999994972</td>
<td>10.00000000000</td>
</tr>
</tbody>
</table>

**Example 2.** For the integral equation:

$$y(x) = 1 + 2 \int_{1}^{x} \sqrt{y(s)} ds \text{ with the exact solution } y^E(x) = x^2$$

we will also apply Approach I. Using the Lagrange interpolation and the Simpson rule for $h = 0.1$, $n = 10$, $y_0 = 1$, after 10 iterations we get:

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y(x)$</th>
<th>$y^E(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.10</td>
<td>1.21000000000</td>
<td>1.21000000000</td>
</tr>
<tr>
<td>1.20</td>
<td>1.44000000000</td>
<td>1.44000000000</td>
</tr>
<tr>
<td>1.30</td>
<td>1.69000000000</td>
<td>1.69000000000</td>
</tr>
<tr>
<td>1.40</td>
<td>1.96000000000</td>
<td>1.96000000000</td>
</tr>
<tr>
<td>1.50</td>
<td>2.25000000000</td>
<td>2.25000000000</td>
</tr>
<tr>
<td>1.60</td>
<td>2.56000000000</td>
<td>2.56000000000</td>
</tr>
<tr>
<td>1.70</td>
<td>2.89000000000</td>
<td>2.89000000000</td>
</tr>
<tr>
<td>1.80</td>
<td>3.2399999998</td>
<td>3.24000000000</td>
</tr>
<tr>
<td>1.90</td>
<td>3.6099999996</td>
<td>3.61000000000</td>
</tr>
<tr>
<td>2.00</td>
<td>3.9999999989</td>
<td>4.00000000000</td>
</tr>
</tbody>
</table>

**Example 3.** For the same problem as in example 2, Approach II is applied, using finite differences of order 5 for the approximation of necessary derivatives ($m = 5$). The following numerical results are obtained:
\[
\begin{array}{ccc}
  x & y(x) & y^E(x) \\
  1.10 & 1.2100000000 & 1.2100000000 \\
  1.20 & 1.4400000000 & 1.4400000000 \\
  1.30 & 1.6900000000 & 1.6900000000 \\
  1.40 & 1.9600000000 & 1.9600000000 \\
  1.50 & 2.2500000000 & 2.2500000000 \\
  1.60 & 2.5600000000 & 2.5600000000 \\
  1.70 & 2.8999999999 & 2.8999999999 \\
  1.80 & 3.2399999998 & 3.2400000000 \\
  1.90 & 3.6099999995 & 3.6100000000 \\
  2.00 & 3.9999999989 & 4.0000000000 \\
\end{array}
\]

**Example 4.** The integral equation

\[
y(x) = \frac{1}{\cos x} \int_0^x \cos^2 s y^2(s) ds + \frac{1}{\cos x}
\]

has the exact solution \( y^E(x) = \frac{1}{((x - 1) \cos x)}. \)

Using Approach II, (using the same finite differences as in the previous example) for \( h = 0.05, n = 16, \) after 15 iterations, we have:

\[
\begin{array}{ccc}
  x & y(x) & y^E(x) \\
  0.05 & 1.0539512026 & 1.0539487404 \\
  0.10 & 1.1166926334 & 1.1166899093 \\
  0.15 & 1.1898341759 & 1.1898311090 \\
  0.20 & 1.2754270512 & 1.2754235562 \\
  0.25 & 1.3761173876 & 1.3761133653 \\
  0.30 & 1.4953641150 & 1.4953594308 \\
  0.35 & 1.6377596540 & 1.6377541283 \\
  0.40 & 1.8095140011 & 1.8095073806 \\
  0.45 & 2.0192069735 & 2.0191989218 \\
  0.50 & 2.2789979735 & 2.2789878547 \\
  0.55 & 2.6066502542 & 2.6066373045 \\
  0.60 & 3.0290930323 & 3.0290707863 \\
  0.65 & 3.58890144004 & 3.588976185 \\
  0.70 & 4.3582432279 & 4.3581975324 \\
  0.75 & 5.4668205170 & 5.4668044987 \\
  0.80 & 7.1768332073 & 7.1766209984 \\
\end{array}
\]
4. CONCLUSION

Analyzing the obtained numerical values we can conclude that both approaches to discretization give quite good results. Moreover, further theoretical study of the error estimation is necessary. Some considerations related to error estimation for the iterative process (6), especially for the linear case, can be found in [1] and [4]. Additional analysis is essential for successful application of the presented discretization approaches.
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Abstract. The class of all labelled initially-finally connected digraphs with a fixed number of points (and arcs) is counted and corresponding numerical data are given.

Keywords: Enumeration, labelled digraphs, initially-finally connected digraphs

1. INTRODUCTION

In the literature, for example in [1], several classes of connected digraphs are defined. A digraph is weakly connected if, by ignoring all orientations of its arcs, we get a connected multigraph. A digraph is called strongly connected iff every pair of its points is mutually accessible (point \( v \) is accessible from point \( u \) if there exists a directed path from point \( u \) to point \( v \)). A digraph is unilaterally connected iff for every two of its points at least one is accessible from the other. For initially connected digraphs there is a point (at least one) called a source, such that every point is accessible from this point. Similarly, a digraph is finally connected if there exists a point (at least one) called a sink, which is accessible from every point. The class of initially-finally connected digraphs is naturally defined, too, namely, as a class of digraphs with at least one source and one sink. In the literature we can find the term "digraph with a source (sink)" instead of the term "initially (finally) connected digraph", also we can say a "digraph with a source and a sink" instead of an "initially-finally connected digraph". Here we follow the notation of Liskovec (for example [6]).

In his list of unsolved graph enumeration problems Harary [1] mentioned
the problem of enumerating the above-defined classes of connected digraphs with \( n \) points, both for labelled and unlabelled digraphs. Note that Harary did not mention (we don't know why) certain results of Liskovec referring to these classes. Liskovec [2] counted strongly connected digraphs, and his formulas were simplified by Wright [3]. The case of unlabelled strongly connected digraphs, and the case of unlabelled rooted digraphs with a source were also solved by Liskovec [4–7]. In [8] Robinson gave a combinatorial proof of the simplified Liskovec-Wright formulas and counted labelled initially and unilaterally connected digraphs. Announcing the results of his research Robinson [9] outlined a way to count the class of all unlabelled strongly connected, initially and unilaterally connected digraphs with \( n \) points.

In this paper the problem of counting initially-finally connected labelled digraphs is solved, and the already known results for the number of strongly connected and the number of initially connected digraphs were obtained as intermediate results.

2. THE MAIN NOTIONS AND AUXILIARY RESULTS

In what follows all digraphs will be labelled digraphs, if not stated otherwise.

Let \( \mathcal{G}_0, \mathcal{G}_1, \ldots, \mathcal{G}_n \) be some finite classes of digraphs. We say that \( \mathcal{G}_0 \) is of the type \( \{ \mathcal{G}_1, \mathcal{G}_2, \ldots, \mathcal{G}_n \} \) if:

1) every digraph \( \mathcal{G}_0 \) from \( \mathcal{G}_0 \) can be represented in the form \( G_1 \cup G_2 \cup \ldots \cup G_n \), where \( G_i \in \mathcal{G}_i \) for each \( i = 1, 2, \ldots, n \);

2) for each collection of digraphs \( G_i \in \mathcal{G}_i, i = 1, 2, \ldots, n \), the digraph \( G_1 \cup G_2 \cup \ldots \cup G_n \), belongs to class \( \mathcal{G}_0 \);

3) for two different collections of digraphs, \( G_i \in \mathcal{G}_i \) and \( G'_i \in \mathcal{G}_i, i = 1, 2, \ldots, n \), the digraphs \( G_1 \cup G_2 \cup \ldots \cup G_n \) and \( G'_1 \cup G'_2 \cup \ldots \cup G'_n \) are different.

(Here the operation \( \cup \) is defined in such a way that for every two digraphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) the digraph \( G_1 \cup G_2 \) is a digraph with the set of points \( V_1 \cup V_2 \) and the set of arcs \( E_1 \cup E_2 \)). Then it is clear that the equation holds:

\[
|\mathcal{G}_0| = |\mathcal{G}_1| \cdot |\mathcal{G}_2| \cdot \ldots \cdot |\mathcal{G}_n|.
\]

Let us denote by \( O_n \) an empty digraph of the order \( n \) (without arcs and with \( n \) points). We denote by \( B_{m,n} \) the class of all bipartite digraphs whose parts contain \( m \) and \( n \) points respectively, and every arc of these digraphs has its beginning in the first and its end in the second part. We take that \( O_{m+n} \in B_{m,n} \). Let us designate by \( D_n \) the class of all digraphs with \( n \) points.
Let $G = (V, E)$ be a digraph and $U, W \subseteq V$. Denote by $\text{Acc}(U, W; G)$ the maximum subset of the set $W$, such that for every $v \in \text{Acc}(U, W; G)$ there is $u \in U$, such that in digraph $G$ there exists a directed path from $u$ to $v$, i.e., point $v$ is accessible from point $u$ or, which is the same, point $u$ is antiaccessible from point $v$. Let us assume here that $U \cap W \subseteq \text{Acc}(U, W; G)$ (we also take into account the paths of length 0). Also, designate by $\text{Acc}(U, W; G)$ the set of all points from $W$ antiaccessible from some point from $U$.

Let arbitrary sets $V_1$ and $V_2$, $V_1 \cap V_2 = \emptyset$, be given, where $|V_1| = m$ and $|V_2| = n$, $m, n \in \mathbb{N}$. Let $G = (V, E)$, where $V = V_1 \cup V_2$, be an arbitrary digraph such that $E(V_1) = (V_1 \times V_1) \cap E = \emptyset$, $\text{Acc}(V_1, V_2; G) = V_2$ and $(V_2 \times V_1) \cap E = \emptyset$. We denote the set of all such digraphs by $\Lambda_{V_1}(V_2)$; if it is clear from the context which sets $V_1$ and $V_2$ are meant, then instead of $\Lambda_{V_1}(V_2)$ we use the notation $\Lambda_m(n)$. It is clear that the number of elements in $\Lambda_{V_1}(V_2)$ does not depend on the sets $V_1$ and $V_2$, but only on their cardinality. We denote $\lambda_m(n) = |\Lambda_m(n)|$.

**Lemma 1.** For every $m \in \mathbb{N}$ the recurrent formula

$$\lambda_m(n) = 2^{n(n+m-1)} - \sum_{k=0}^{n-1} C_n^k 2^{(n-k)(n-1)} \lambda_m(k)$$

holds, with the initial condition $\lambda_m(0) = 1$.

**Proof.** Let us fix the sets $V_1$ and $V_2$, $V_1 \cap V_2 = \emptyset$, so that $|V_1| = m$ and $|V_2| = n$, $m, n \in \mathbb{N}$. Let $\tilde{\lambda}_m(n)$ be the set of all digraphs $G = (V, E)$, where $V = V_1 \cup V_2$, such that $E(V_1) = \emptyset$ and $(V_2 \times V_1) \cap E = \emptyset$. Denote $\tilde{\lambda}_m(n) = |\tilde{\lambda}_m(n)|$. Also let $V_3(G) = \text{Acc}(V_1, V_2; G)$ for arbitrary $G \in \tilde{\lambda}_m(n)$. Denote by $\Lambda_m(n, k)$ the class of all $G$ from $\tilde{\lambda}_m(n)$, such that $|V_3(G)| = k$, and let $\tilde{\lambda}_m(n, k) = |\Lambda_m(n, k)|$. Then

$$\lambda_m(n) = \tilde{\lambda}_m(n) - \sum_{k=0}^{n-1} C_n^k \tilde{\lambda}_m(n; k).$$

Let us calculate the number $\tilde{\lambda}_m(n, k)$. Let $E_1 = [(V_2 \setminus V_3) \times V_3] \cap E$. It is obvious that $[V_2 \setminus (V_2 \setminus V_3)] \cap E = \emptyset$ and $E_1$ can be an arbitrary subset of the set $(V_2 \setminus V_3) \times V_3$. It is easy to see that the digraphs $G_1 = (V_1 \cup V_3, E(V_1 \cup V_3))$, $G_2 = (V_2 \setminus V_3, E(V_2 \setminus V_3))$ and $G_3 = (V_2, E_1)$ are from the classes $\Lambda_m(k)$, $\mathcal{D}_{n-k}$ and $\mathcal{B}_{n-k}$ respectively. It is clear that class $\Lambda_m(n, k)$ is of the type $\{\Lambda_m(k), \mathcal{D}_{n-k}, \mathcal{B}_{n-k}\}$. This means that

$$\tilde{\lambda}_m(n, k) = \lambda_m(k) 2^{(n-k)(n-k-1)} 2^{(n-k)k} = 2^{(n-k)(n-1)} \lambda_m(k).$$
As it is obvious that
\[ \tilde{\lambda}_m(n) = 2^{n(n-1)} 2^{mn} = 2^{n(n+m-1)}, \]
then the statement of the lemma follows from (1) and (2).

Let arbitrary disjoint sets \( V_1, V_2 \) and \( V_3 \) be given, where \( |V_1| = k, |V_2| = m \) and \( |V_3| = n, k, n \in \mathbb{N}, m \in \mathbb{N}\cup\{0\} \). Let \( \Lambda_{V_1, V_3}(V_2) \) be a class of all digraphs \( G = (V, E) \), where \( V = V_1 \cup V_2 \cup V_3 \), such that \( E(V_1) = E(V_3) = \emptyset \), every point from the set \( V_2 \) is accessible from some point from the set \( V_1 \) and antiaccessible from some point from the set \( V_3 \), and \( [(V_2 \cup V_3) \times V_1] \cap E = (V_3 \times V_2) \cap E = (V_1 \times V_3) \cap E = \emptyset \). If it is clear from the context what sets \( V_1, V_2 \) and \( V_3 \) are meant, then instead of the notation \( \Lambda_{V_1, V_3}(V_2) \) we use the notation \( \Lambda_{k,n}(m) \). It is clear that the number of elements of the set \( \Lambda_{V_1, V_3}(V_2) \) depends only on the cardinality of the sets \( V_1, V_2 \) and \( V_3 \). Therefore we denote \( \lambda_{k,n}(m) = |\Lambda_{k,n}(m)| \).

**Lemma 2.** For every \( k, n \in \mathbb{N} \), the recurrent formula

\[ \lambda_{k,n}(m) = \lambda_k(m) 2^{mn} - \sum_{i=0}^{m-1} C_m^i \lambda_{k+i}(m-i) \lambda_{k,n}(i) \]

holds, with the initial condition \( \lambda_{k,n}(0) = 1 \).

**Proof.** Let us fix some disjoint finite sets \( V_1, V_2 \) and \( V_3 \), where \( |V_1| = k, |V_2| = m \) and \( |V_3| = n, k, n \in \mathbb{N}, m \in \mathbb{N}\cup\{0\} \). We denote by \( \tilde{\Lambda}_{k,n}(m) \) the set of all digraphs \( G = (V, E), V = V_1 \cup V_2 \cup V_3 \), such that \( E(V_1) = E(V_3) = \emptyset \), \( V_2 = \text{Acc}(V_1, V_2; G) \) and \( [(V_2 \cup V_3) \times V_1] \cap E = (V_3 \times V_2) \cap E = (V_1 \times V_3) \cap E = \emptyset \). Also let \( V'_2(G) \equiv V_2 \cap \text{Acc}(V_3, V_2; G) \) for every \( G \in \tilde{\Lambda}_{k,n}(m) \). We denote by \( \tilde{\lambda}_{k,n}(m; i) \) the class of all \( G \) from \( \tilde{\Lambda}_{k,n}(m) \), such that \( |V'_2(G)| = i \). It is clear that \( |	ilde{\lambda}_{k,n}(m; i)| = \lambda_k(m) 2^{mn} \). Then

\[ \lambda_{k,n}(m) = |	ilde{\lambda}_{k,n}(m)| = \sum_{i=0}^{m-1} C_m^i |	ilde{\lambda}_{k,n}(m; i)| = \lambda_k(m) 2^{mn} - \sum_{i=0}^{m-1} C_m^i |	ilde{\lambda}_{k,n}(m; i)|. \]

Let us calculate the number \( |	ilde{\lambda}_{k,n}(m; i)| \). It is clear that \( [(V_2 \setminus V'_2) \times V'_2] \cap E = \emptyset \). Let us consider the digraphs \( G_1 = (V_1 \cup V_2, E(V_1 \cup V_2) \setminus E(V_1 \cup V'_2)) \) and \( G_2 = (V_1 \cup V_2 \cup V_3, \text{E}(E(V_1 \cup V_2) \setminus E(V_1 \cup V'_2)) \). It is obvious that the digraphs \( G_1 \) and \( G_2 \) belong to classes \( \lambda_{k+i}(m-i) \) and \( \lambda_{k,n}(i) \) respectively, and the class of digraphs \( \tilde{\lambda}_{k,n}(m; i) \) is of the type \( \{\lambda_{k+i}(m-i), \lambda_{k,n}(i)\} \). This means that \( |	ilde{\lambda}_{k,n}(m; i)| = \lambda_{k+i}(m-i) \lambda_{k,n}(i) \). Then the statement of the lemma follows from (3).
3.  INITIALY-FINALLY CONNECTED DIGRAPHS

Let $G = (V, E)$ be some digraph. We say that $G$ is an initially connected digraph if there is $u \in V$, such that $\text{Acc} (\{u\}, V; G) = V$; such point $u$ is called a source. We say that $G$ is a strongly connected digraph, if for every $(u, v) \in V^2$ there is a directed path in $G$ from $u$ to $v$, that is all the points in the digraph are sources. We denote by $\tilde{I}(n)$ the class of all initially connected digraphs with $n$ points and with fixed sources, and let $\tilde{i}(n) = |\tilde{I}(n)|$. Also let us denote by $Q(n)$ the class of all strongly connected digraphs with $n$ points, and let $q(n) = |Q(n)|$. From the above it is easy to see that $\tilde{i}(n) = 2^{n-1} \lambda_1(n-1)$, that is, that the recurrent formula

$$\tilde{i}(n) = 2^{n(n-1)} - \sum_{j=1}^{n-1} \frac{n-1}{j} 2^{(n-j)(n-1)} \tilde{i}(j).$$

holds.

The result for the class of strongly connected digraphs, which was first proved in [2] immediately follows from the above given lemmas and from (4).

**Theorem 1.** For the number $q(n)$ of strongly connected digraphs with $n$ points the following recurrent formula

$$q(n) = \tilde{i}(n) - \sum_{j=1}^{n-1} \frac{n-1}{j} \lambda_j(n-j) q(j)$$

holds, with the initial condition $q(0) = 1$.

**Proof.** It is obvious that $q(n) = \lambda_{1,1}(n-1)$ (we introduce one virtual point). By lemma 2 we have that

$$\lambda_{1,1}(n-1) = 2^{n-1} \lambda_1(n-1) - \sum_{i=0}^{n-2} C_{n-1}^i \lambda_{i+1}(n-i-1) \lambda_{1,1}(i).$$

Using the relation $\tilde{i}(n) = 2^{n-1} \lambda_1(n-1)$ we get the statement of the theorem.

Let $G = (V, E)$ be some digraph, and $l \leq |V|$. We say that $G$ is $l$-initially (l-finally) connected if:

1) there exists $V_1 \subseteq V$, $|V_1| = l$, such that for every $v \in V$ and for every $u \in V_1$ there is a directed path in $G$ from $u$ to $v$ (a path from $v$ to $u$), that is $\overline{\text{Acc}} (\{u\}, V; G) = V$ ($\overline{\text{Acc}} (\{u\}, V; G) = V$) for every $u \in V_1$;
2) there does not exist a subset of $V$ which has more than $l$ elements and has the property of the set $V_1$ from 1.
We call the points from the set $V_1$ sources (sinks). In other words, the digraph $G$ is $l$-initially ($l$-finally) connected if it has exactly $l$ sources (sinks). We denote the class of all $l$-initially ($l$-finally) connected digraphs with $n$ points by $I_l(n)$ ($F_l(n)$). Digraphs with $n$ points which contain at least one source (sink) constitute class $I(n)$ ($F(n)$) of all initially (finally) connected digraphs. Let us also consider the class $IF_{k,l}(n)$, $k, l \in \mathbb{N}$, $k + l \leq n$, of all digraphs with $n$ points, which have exactly $k$ sources and exactly $l$ sinks. It is clear that if the intersection of the set of all sources and of the set of all sinks in a digraph is not empty, then it is strongly connected. We denote by $IF(n)$ the class of all digraphs with $n$ points which have at least one source and at least one sink. Let $i_l(n) = |I_l(n)|$, $i(n) = |I(n)|$, $f_l(n) = |F_l(n)|$, $f(n) = |F(n)|$, $if_{k,l}(n) = |IF_{k,l}(n)|$ and $if(n) = |IF(n)|$. It is obvious that the following formulas hold:

$$i(n) = \sum_{j=1}^{n} i_j(n),$$

$$f(n) = \sum_{j=1}^{n} f_j(n),$$

$$if(n) = q(n) + \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} if_{i,j}(n).$$

Let

(5) $$\lambda_{i,j}(k) = \left\{
\begin{array}{ll}
2ij\lambda_{i,j}(k), & k \neq 0, \\
2^i - 1, & k = 0,
\end{array}\right.$$ 

for arbitrary $i, j \in \mathbb{N}$, $k \in \mathbb{N} \cup \{0\}$. Let us prove the following statement.

**Theorem 2.** For the number $i_k(n)$ ($f_k(n)$) of all $l$-initially ($l$-finally) connected digraphs with $n$ points and the number $if_k,l(n)$ of all initially-finally connected digraphs with $n$ points which have exactly $k$ sources and exactly $l$ sinks, the following formulas hold:

$$i_k(n) = f_k(n) = C_n^k \lambda_k(n - k) q(k),$$

$$if_{k,l}(n) = C_n^k C_{n-k}^l q(k) q(l) \lambda_{k,l}(n - k - l).$$

for arbitrary $k, l, n \in \mathbb{N}$, $k, k + l \leq n$.

**Proof.** We shall prove the second formula (the first formula is similarly obtained). Firstly, let us note that the set of all sources (sinks) in an arbitrary digraph determines a digraph that is strongly connected, that is, the set of all sources (sinks) is its component of strong connectedness.
Now, let \( G = (V, E) \) be a digraph from class \( IF_{k,l}(n) \). Let us denote the sets of all its \( k \) sources and \( l \) sinks by \( V_1 \) and \( V_3 \) respectively. It is clear that \( V_1 \cap V_2 = \emptyset \) (otherwise \( G \) would be a strongly connected digraph). Let \( V_2 = V \setminus (V_1 \cup V_3) \). We can assume that \( V_2 \neq \emptyset \). It is clear that

\[
G_1 = (V_1, (V_1 \times V_1) \cap E) \in Q(k),
G_2 = (V_3, (V_3 \times V_3) \cap E) \in Q(l),
G_3 = (V, E \setminus ((V_1 \times V_1) \cup (V_3 \times V_3) \cup (V_1 \times V_3))) \in \Lambda_{k,l}(n - k - l),
G_4 = (V_1 \cup V_3, (V_1 \times V_3) \cap E) \in B_{k,l},
\]

and that the class \( IF_{k,l}(n) \) is of the type \( \{Q(k), Q(l), \Lambda_{k,l}(n - k - l), B_{k,l}\} \). So, the number of all digraphs from \( IF_{k,l}(n) \) with fixed sets of sources \( V_1 \) and sinks \( V_3 \) is \( g(k) g(l) \Lambda_{k,l}(n - k - l) \) (if \( V_2 = \emptyset \), as \( (V_1 \times V_3) \cap E \neq \emptyset \), then by (5) we get that the same relation holds). As the choice of disjoint subsets \( V_1 \) and \( V_3 \) of the set \( V \) is arbitrary, we have the statement of the theorem.
4. TABLES

Using the obtained recurrent formulas, the cardinalities of all the above-mentioned classes of connected digraphs with \( n \) points, \( n \leq 30 \), were calculated on a computer. Here we give only the number of all initially-finally connected digraphs with \( n \) points, \( n \leq 20 \). Our calculations do not agree with those in [8] for the cases of strongly connected, unilaterally connected and initially connected digraphs for \( n \geq 7 \).

From the above-given formulas it is easy to obtain the formulas for the number of all initially-finally connected digraphs with a fixed number of arcs.

The third table gives the numbers of all nonisomorphic initially-finally connected digraphs (the problem of their enumeration has not yet been solved).

The number of all initially-finally connected digraphs with \( n \leq 20 \) points

| \( n \) | \( 1 \) | 3 | 48 | 3424 | 962020 | 1037312116 | 434821892264 | 71771421308713624 | 4716467927380427847264 | 12374651687983061207535456 | 129792398772809185944542332007104 | 54443306585134263226243232033259452670016 | 9134293143614742163026170345872946090513248512 | 61299642518825152610547209925192030976658538573860096 | 164550317773328838458611650792061923564254610839341104411786608 | 1766846643472849737631111082742401944150484683917986276370192108459880960 | 75885498496012442244125711261139873781923188144704038505491778861218921840938304 | 130370300026622248599703135686218619461581085131225526813568259651926175342583586025687248896 | 89589789216465735221714658017327334229335504222212775867441618827352599603433556742676315502186192896 | 246262538369102439628535244312743522999452081332830098063375330217759703430201436247187932268733739585311672375296 |
The number of all initially-finally connected digraphs with $l$ arcs and with $n$ points, $n \leq 7$

<table>
<thead>
<tr>
<th>$\lambda \backslash n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>234</td>
<td>120</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>672</td>
<td>2544</td>
<td>720</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>908</td>
<td>16880</td>
<td>28200</td>
<td>5040</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>792</td>
<td>55000</td>
<td>351600</td>
<td>328320</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>495</td>
<td>111225</td>
<td>2185860</td>
<td>6830460</td>
<td>71142540</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>220</td>
<td>161660</td>
<td>8410500</td>
<td>457789542</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>66</td>
<td>183806</td>
<td>22861044</td>
<td>7080368065</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>167660</td>
<td>47827680</td>
<td>2063736444</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>125945</td>
<td>81394740</td>
<td>7080368065</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>77520</td>
<td>116692320</td>
<td>19567339470</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>38760</td>
<td>143934660</td>
<td>45325126575</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>15504</td>
<td>154538696</td>
<td>90499079832</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>4845</td>
<td>145245435</td>
<td>158841949245</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>1140</td>
<td>119718630</td>
<td>248399948412</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>190</td>
<td>86486385</td>
<td>349230046305</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>54626589</td>
<td>443990373120</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>30044979</td>
<td>51227729264</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>14307150</td>
<td>537543858312</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>5852925</td>
<td>513501619764</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>2035800</td>
<td>446674955160</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>593775</td>
<td>353667944665</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>142506</td>
<td>254654937306</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>27405</td>
<td>166508378463</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>4060</td>
<td>98672228676</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>435</td>
<td>52860207765</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>30</td>
<td>25518729810</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>11058116839</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>31</td>
<td>4280561376</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>1471442973</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>445891810</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>34</td>
<td>118030185</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>26978328</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>5245786</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>37</td>
<td>850668</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>38</td>
<td>111930</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>39</td>
<td>11480</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>861</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>41</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>42</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$\Sigma$ | 1 | 3 | 48 | 3424 | 962020 | 1037312116 | 4344821892264 |
The number of all nonisomorphic initially-finally connected digraphs with \(l\) arcs and with \(n\) points, \(n \leq 5\)

<table>
<thead>
<tr>
<th>(l)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>31</td>
<td>23</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>45</td>
<td>152</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>38</td>
<td>486</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>27</td>
<td>992</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>1419</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1641</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1485</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1152</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>707</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>379</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>154</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>61</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(\Sigma)</td>
<td>1</td>
<td>2</td>
<td>11</td>
<td>173</td>
<td>8675</td>
</tr>
</tbody>
</table>
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Abstract. The paper presents a calculation procedure for the Fourier transform on finite non-Abelian groups through decision diagram representations of discrete functions. The procedure permits the processing of functions on large groups and thus removes the complexity of calculation as the chief limiting factor in applications of the Fourier transform on finite non-Abelian groups.

1. INTRODUCTION

The concept reported in mathematics as the Kurepa tree was introduced by Djuro R. Kurepa in his Ph.D. dissertation in 1935 [12]. In computer and information sciences, this concept can be recognized as a particular data structure denoted as the decision tree. After the publication of Bryant’s paper [1], decision diagrams (DDs) derived by the reduction of the decision trees have been widely used for representations, manipulations and calculations with discrete functions. Reduction is performed by deleting the redundant nodes and sharing the equivalent sub-trees in the decision tree associated to a given function \( f \).

Various DDs for switching [16], and discrete functions [2], [13], [17], [19], [20], are defined and applications are found, for example, in signal processing including logic design, linear programming, function decomposition, etc. DDs have proved very useful in spectral techniques considered to be part of abstract harmonic analysis devoted to applications mainly in electrical engineering. Thanks to DDs, applications of spectral techniques have been
considerably extended to these areas where the complexity of calculating discrete transforms was the chief limiting factor. Regarding digital signals\(^1\), calculation algorithms for discrete transforms though DDs proposed first in [3] have an impact comparable to that of the fast Fourier transform (FFT) [4] in the processing of discrete signals.

The algorithm suggested in [3] for the Walsh and Reed-Muller transforms was extended to various discrete transforms [13], [14], [22]. However, all these results concern signals described by functions on finite Abelian groups.

Among different discrete transforms, the Fourier transform on finite non-Abelian groups is recommended as the best choice in some particular applications [10], [9], [11], [24]. Therefore, in this paper we extend the theory of calculation algorithms for discrete transforms through DDs to functions on finite non-Abelian groups.

In Sections 2 and 3 we explain and illustrate by example the representation of discrete functions by DDs and briefly repeat some basic definitions of the Fourier transform on finite non-Abelian groups. Using the matrix interpretation of this transform in Section 4, we define the calculation procedure for the Fourier transform on finite non-Abelian groups in Section 5.

2. DECISION DIAGRAMS

Let \( G \) be a finite, not necessarily Abelian, group \( G \) of order \( n \). We associate permanently and bijectively with each group element a non-negative integer from the set \( \{0, 1, \ldots, n - 1\} \), providing that 0 is associated with the group identity. In what follows, each group element will be identified with the fixed non-negative integer associated with it and with no other element. We assume that \( G \) can be represented as a direct product of subgroups \( G_1, \ldots, G_n \) of orders \( g_1, \ldots, g_n \), respectively, i.e.,

\[
G = \times_{i=1}^{n} G_i, \quad g = \prod_{i=1}^{n} g_i, \quad g_1 \leq g_2 \leq \ldots \leq g_n.
\]

The convention adopted above for the denotation of group elements applies to the subgroups \( G_i \) as well. Provided that the notational bijections of the subgroups \( G_i \) and of \( G \) are consistently chosen, each \( x \in G \) can be uniquely represented as

\[
x = \sum_{i=1}^{n} a_i x_i, \quad x_i \in G_i, \quad x \in G,
\]

\(^1\)Digital signals are discrete signals whose amplitudes take values in finite sets.
with

\[
a_i = \begin{cases} 
\prod_{j=i+1}^{n} g_j, & i = 1, \ldots, n-1, \\
1, & i = n,
\end{cases}
\]

where \( g_j \) is the order of \( G_j \).

The group operation \( \circ \) of \( G \) can be expressed in terms of the group operations \( i \) of the subgroups \( G_i, i = 1, \ldots, n \) by:

\[
x \circ y = (x_1 \, 1, \, y_1, \, x_2 \, 2, \, y_2, \ldots \, x_n \, n, \, y_n), \quad x, y \in G, \quad x_i, y_i \in G_i.
\]

Therefore, a function \( f(x) \) on \( G \) can be alternatively considered as an \( n \)-variable function \( f(x_1, \ldots, x_n), \, x_i \in G_i \).

A given \( f \) on the decomposable group \( G \) of order \( y \) can be conveniently represented by a decision diagram with \( n \) levels consisting of nodes at the level \( i \) with \( g_i \) output edges. The nodes corresponding to the same variable \( x_i \) form the \( i \)-th level in the DD. The point where an edge connecting non-successive levels, i.e., the edge longer than 1, crosses a level is denoted as a cross point in the DD [20]. Such a DD is a straightforward generalization of the binary decision diagrams (BDDs) [16] and multi-terminal binary decision diagrams (MTBDDs) [3] defined originally on finite dyadic groups and multiple-place decision diagrams (MDDs) [17] on \( p \)-adic groups to functions on arbitrary finite groups.

We will explain and illustrate the decision diagram representation of discrete functions by the following example.

**Example 1.** Let \( G_{24} = C_2 \times C_2 \times S_3 \), where \( C_2 = (\{0,1\}, \oplus) \) be the basic cyclic group of order 2 with \( \oplus \) denoting the modulo 2 addition and \( S_3 = \{0, (132), (123), (12), (13), (23), \circ\} \) the symmetric group of permutations of order 3. Group elements of \( S_3 \) will be denoted by 0, 1, 2, 3, 4, 5, respectively. Using this notation the group operation of \( S_3 \) is shown in Table 1. A function \( f \) on \( G_{24} \) given by the truth-vector

\[
f = [0, 6, 2, 1, 0, 0, 2, 1, 1, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 2]^T,
\]

can be represented by the generalized multi-terminal decision diagrams shown in Fig. 1. In this figure, \( x_i^j \) denotes that the variable \( x_i \) takes the value \( j \).
Table 1: Group operation of $S_3$

<table>
<thead>
<tr>
<th>$\circ$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

DD representation of $f$ in Example 1.

3. **FOURIER TRANSFORM ONFINITE NON-ABELIAN GROUPS**

Basic concepts of the Fourier transform on finite non-Abelian groups can be summarized as follows.

Any finite group is a compact group, so that all the results of Fourier analysis on compact groups are true for finite groups. In the case of finite groups...
1. Every irreducible representation of a finite group $G$ is equivalent to some unitary representation.

2. Every irreducible representation is finite dimensional.

3. The number of non-equivalent irreducible representations $R_w$ of a finite non-Abelian group $G$ of order $g$ is equal to the number of equivalence classes of the dual object $\Gamma$ of $G$. Denoting this number by $K$, it follows

$$\sum_{w \neq 0} r_w^2 = g.$$  

We will use the following notation to discuss the definition and properties of the Fourier transform on finite non-Abelian groups.

Let us denote by $P$ the complex field or a finite field. Henceforth it will be assumed that:

1. $\text{char } P = 0$, or $\text{char } P$ does not divide $g$.

2. $P$ is a so-called splitting field for $G$.

Recall that a complex field is a splitting field for any finite group. We denote by $P(G)$ the space of functions $f$ mapping $G$ into $P$, i.e., $f : G \to P$.

Let $K$ be the number of equivalence classes of irreducible representations of $G$ over $P$. Each such equivalence class contains just one unitary representation. We shall denote the $K$ unitary irreducible representations of $G$ in some fixed order by $R_0, R_1, \ldots, R_{K-1}$. We denote by $R_w(x)$ the value of $R_w$ at $x \in G$.

Note that $R_w(x)$ stands for a non-singular $r_w$ by $r_w$ matrix, with elements $R_{w(i,j)}(x)$, $i, j = 1, 2, \ldots, r_w$.

If the group $G$ is representable in the form (1), then its unitary irreducible representations can be obtained as the Kronecker product of the unitary irreducible representations of subgroups $G_i$, $i = 1, \ldots, n$. Therefore, the number $K$ of unitary irreducible representations of $G$ can be expressed as:

$$K = \prod_{i=1}^{n} K_i,$$

where $K_i$ is the number of unitary irreducible representations of the subgroup $G_i$. 

Now, for a given group $G$ of the form (1), the index $w$ of each unitary irreducible representation $R_w$ can be written as:

$$w = \sum_{i=1}^{n} b_i w_i, \quad w_i \in \{0, 1, \ldots, K_i - 1\}, \quad w \in \{0, 1, \ldots, K - 1\},$$

with

$$b_i = \begin{cases} \prod_{j=i+1}^{p_i} K_j, & i = 1, \ldots, n - 1, \\ 1, & i = n, \end{cases}$$

where $K_j$ is the number of unitary irreducible representations of the subgroup $G_j$.

The functions $R^{(i,j)}_w(x), \ w = 0, 1, \ldots, K - 1, \ i, j = 1, \ldots, r_w$ form an orthogonal system in the space $P(G)$. Therefore, the direct and the inverse Fourier transform of a function $f \in P(G)$ are defined respectively by,

$$S_f(w) = r_w g^{-1} \sum_{w=0}^{g-1} f(w) R_w(w^{-1}),$$

$$f(x) = \sum_{w=0}^{K-1} Tr(S_f(w) R_w(x)).$$

Here and in the sequel we shall assume, without explicitly saying so, that all arithmetical operations are carried out in field $P$.

3.1. Matrix interpretation of the Fourier transform on finite non-Abelian groups

To derive the matrix interpretation of the Fourier transform on finite non-Abelian groups we need the generalized matrix multiplications defined as follows [18].

**Definition 1.** Let $A$ be an $(m \times n)$ matrix with elements $a_{ij} \in P, \ i \in \{0, 1, \ldots, m - 1\}, \ j \in \{0, 1, \ldots, n - 1\}$. Let $[B]$ be an $(n \times r)$ matrix whose elements $b_{jk}, \ j \in \{0, \ldots, n - 1\}, \ k \in \{0, 1, \ldots, r - 1\}$ are $(p \times p)$ matrices of not necessarily mutually equal orders with elements in $P$. We define the product $A \odot [B]$ as an $(m \times r)$ matrix $[Y]$ whose elements $y_{ik}, \ i \in \{0, 1, \ldots, m - 1\}, \ k \in \{0, 1, \ldots, r - 1\}$ are $(p \times q)$ matrices with elements in $P$ given by

$$y_{ik} = \sum_{j=0}^{n-1} a_{ij} b_{jk}.$$
The product $[B] \odot A$ is defined similarly.

**Definition 2.** Let $[Z]$ be an $(m \times n)$ matrix whose elements $z_{ij}, \ i \in \{0, 1, \ldots, m - 1\}, \ j \in \{0, 1, \ldots, n - 1\}$ are the square matrices of not necessarily mutually equal orders with elements in $P$. Let $[B]$ be an $(n \times r)$ matrix whose elements $b_{jk}, \ j \in \{0, 1, \ldots, n - 1\}, \ k \in \{0, 1, \ldots, r - 1\}$ are square matrices of not necessarily mutually equal orders with elements in $P$. Under the condition that the matrices $z_{ij}$ and $b_{jk}$ are of the same order or, if not, that one of them is of the order 1, the product of matrices $[Z]$ and $[B]$ is defined as an $(m \times r)$ matrix $Y = [Z] \circ [B]$ whose elements $y_{ik} \in P$ are given by

$$y_{ik} = \sum_{j=0}^{n-1} Tr(z_{ij}b_{jk}).$$

**Definition 3.** Let $[Z]$ be an $(m \times n)$ matrix whose elements $z_{ij}, \ i \in \{0, 1, \ldots, m - 1\}, \ j \in \{0, 1, \ldots, n - 1\}$ are $(p \times q)$ matrices of not necessarily mutually equal orders with elements in $P$. Let $[B]$ be an $(n \times r)$ matrix whose elements $b_{jk}, \ j \in \{0, 1, \ldots, n - 1\}, \ k \in \{0, 1, \ldots, r - 1\}$ are $(s \times t)$ matrices of not necessarily mutually equal orders with elements in $P$. The element-wise Kronecker product of matrices $[Z]$ and $[B]$ is defined as an $(m \times r)$ matrix $[V] = [Z] \otimes [B]$ whose elements $v_{ik}$ are given by

$$v_{ik} = \sum_{j=0}^{n-1} z_{ij} \otimes b_{jk},$$

where $\otimes$ denotes the ordinary Kronecker product.

By using the matrix operations thus defined, the Fourier transform pair defined by (5) and (6) can be expressed as follows.

**Definition 4.** Let $f \in P(G)$ be given as a vector $f = [f(0), \ldots, f(g-1)]^T$. Then its Fourier transform is given by

$$[S_f] = g^{-1}[R]^{-1} \odot f,$$

where $[S_f] = [S_f(0), \ldots, S_f(K-1)]^T$, and $[R]^{-1} = [b_{sq}]$ with $b_{sq} = r_s R_s^{-1}(q) \in \{0, 1, \ldots, K - 1\}, \ q \in \{0, 1, \ldots, g - 1\}$.

The inverse Fourier transform is given by

$$f = [R] \circ [S_f],$$

where $[R]$ is the matrix of Kronecker products $[R] = [r_s Q_s^{-1}(q)]$.
Table 2: Unitary irreducible representations of $S_3$ over $GF(11)$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$R_0$</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>I</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>B</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>10</td>
<td>C</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>10</td>
<td>D</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>10</td>
<td>E</td>
</tr>
</tbody>
</table>

$$I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad A = \begin{bmatrix} 5 & 8 \\ 3 & 5 \end{bmatrix}, \quad B = \begin{bmatrix} 5 & 3 \\ 8 & 5 \end{bmatrix},$$

$$C = \begin{bmatrix} 1 & 0 \\ 0 & 10 \end{bmatrix}, \quad D = \begin{bmatrix} 5 & 8 \\ 8 & 6 \end{bmatrix}, \quad E = \begin{bmatrix} 5 & 3 \\ 3 & 6 \end{bmatrix}$$

where $[R] = [a_{ij}]$ with $a_{ij} = R_j(i), \ i \in \{0, 1, \ldots, g - 1\}, \ j \in \{0, 1, \ldots, K - 1\}$.

Example 2. The unitary irreducible representations of $C_2$ in Example 1 reduce to the group characters and considered over the Galois field $GF(11)$ are given by the Walsh transform matrix in $GF(11)$

$$W = 6 \begin{bmatrix} 1 & 1 \\ 1 & 10 \end{bmatrix}.$$

The unitary irreducible representations of $S_3$ over the Galois field $GF(11)$ are shown in Table 2. Therefore, the Fourier transform on $G_{24}$ in Example 1 is defined by the transform matrix

$$[R]^{-1} = W \otimes W \otimes [S_3] = 6 \cdot 6 \cdot 2 \cdot \left[ \begin{bmatrix} 1 & 1 \\ 1 & 10 \end{bmatrix} \otimes \begin{bmatrix} 1 & 1 \\ 1 & 10 \end{bmatrix} \otimes \begin{bmatrix} 1 & 1 \\ 1 & 10 \end{bmatrix} \right] \otimes$$

$$\otimes \left[ \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 10 & 10 & 10 \\ 2I & 2B & 2A & 2C & 2D & 2E \end{bmatrix} \right],$$

with all the calculations performed in $GF(11)$.

For function $f$ in Example 1, the Fourier spectrum is given by the matrix-valued vector

$$[S_f] = 6[5, 9, S_f(2), 3, 5, S_f(5), 6, 7, S_f(8), 7, 1, S_f(11)]^T,$$
where

\[
S_f(2) = \begin{bmatrix} 5 & 2 \\ 9 & 5 \end{bmatrix}, \quad S_f(5) = \begin{bmatrix} 5 & 2 \\ 9 & 8 \end{bmatrix}, \\
S_f(8) = \begin{bmatrix} 9 & 2 \\ 9 & 1 \end{bmatrix}, \quad S_f(11) = \begin{bmatrix} 1 & 2 \\ 9 & 1 \end{bmatrix}.
\]

4. MATRIX INTERPRETATION OF THE FAST FOURIER TRANSFORM ON FINITE NON-ABELIAN GROUPS

A fast algorithm for implementation of the Fourier transform on finite non-Abelian groups based on the classical Cooley-Tukey FFT, is formulated in an analytical form in [8]. It seems that an earlier relevant result on this subject can be found in [5]. The matrix interpretation of FFT on finite non-Abelian groups we will discuss was given in [18].

To obtain a fast algorithm for the computation of the Fourier transform on finite non-Abelian groups we use the Good-Thomas factorization as in the case of the FFT on finite Abelian groups [6], [7], [23].

The matrix \([R]\) in the definition of the Fourier transform on finite non-Abelian groups is the matrix of unitary irreducible representations of \(G\) over \(P\). Since \(G\) is representable in the form (1), the matrix \([R]\) can be generated as the Kronecker product of \((K_i \times g_i)\) matrices \([R_i]\) of unitary irreducible representations of subgroups \(G_i, \ i \in \{1, \ldots, n\}\), i.e.,

\[
[R] = \bigotimes_{i=1}^{n} [R_i],
\]

where \(\bigotimes\) denotes the Kronecker product.

Owing to the well-known properties of the Kronecker product, the same applies to the matrix \([R]^{-1}\), i.e., for this matrix the following holds

\[
[R]^{-1} = \bigotimes_{i=1}^{n} [R_i]^{-1}.
\]

This matrix can be factorized further into the element-wise Kronecker product of \(n\) sparse factors \([C^i]\), \(i \in \{1, \ldots, n\}\) as

\[
[C^i] = \bigotimes_{j=1}^{n} [S^i_j], \quad i = 1, \ldots, n,
\]
where

\[
[S_j^t] = \begin{cases} 
I_{(g_j \times g_j)}, & j < i \\
[R_j]^T, & j = i \\
I_{(K_j \times K_j)}, & j > i 
\end{cases}
\]

where \(I_{a \times a}\) is an \((a \times a)\) identity matrix.

Each matrix \([C]^t\) uniquely describes one step of the fast Fourier transform performed in \(n\) steps. The algorithm is best represented and performed through a flow-graph consisting of nodes connected with branches to which some weights are associated [18].

The matrix representation and the corresponding fast algorithm obtained in such a way is similar to the FFT on finite Abelian groups, but some important differences appear here. See [18] for a detailed discussion.

5. COMPUTATION OF THE FOURIER TRANSFORM ON FINITE NON-ABELIAN GROUPS THROUGH DDs

FFT algorithms on Abelian and non-Abelian groups are based upon the vector representations of discrete functions. It follows from the definition of FFT and their matrix description that the space complexity of FFT on a decomposable group \(G\) of order \(g\) approximates \(O(g)\). The time complexity is \(O(n^2g)\). Thus, the application of FFT is restricted to groups of relatively small orders. To overcome this restriction, the calculation procedures based on the decision diagram representation of discrete functions are proposed for various discrete transforms on Abelian groups [3], [13], [14], [22]. That approach can be extended to finite non-Abelian groups owing to the matrix interpretation in Section 4. For this purpose we need the following definition.

**Definition 5.** The operation of concatenation, denoted by \(\odot\), over an ordered set of \(n\) vectors \(\{A_1, \ldots, A_n\}\) of order \(m\) is the operation producing a vector \(S\) of order \(nm\) consisting of \(n\) successive subvectors \(A_1, \ldots, A_n\).

**Example 3.** Applying the operation of concatenation to the set of three vectors \(A = [a_1a_2a_3]^T\), \(B = [b_1b_2b_3]^T\), \(C = [c_1c_2c_3]^T\) produces the vector \(D = A \odot B \odot C = [a_1a_2a_3b_1b_2b_3c_1c_2c_3]^T\).

From the theory of Good-Thomas FFT, calculation of the Fourier transform on a decomposable group \(G\) of order \(g\), can be performed through \(n\) Fourier transforms on the constituent subgroups \(G_i\) of orders \(g_i\). It follows that the calculation of the Fourier coefficients of \(f\) on a finite decomposable
begin \{\textit{procedure}\}
\begin{align*}
&\text{for } i = n \text{ to } 1 \\
&\quad \text{for } k = 0 \text{ to } Q_i \text{ do} \\
&\qquad \text{Determine } q_{i,k} \text{ by using the rule (8).} \\
&\quad \text{Store } [S_f] = q_1.
\end{align*}
\text{end\{\textit{procedure}\}}

Figure 1: Calculation procedure for the Fourier transform.

The group $G$ of order $g$ given by the DD can be carried out through the following procedure.

5.1. Calculation procedure

Given a function $f$ on the decomposable group $G$ of the form (1):

1. Represent $f$ by the generalized MTBDD. Denote by $Q_i$ the number of non-terminal nodes at the $i$-th level, i.e., the level corresponding to the variable $x_i$ of $f$, in this DD.

2. Descend the DD in a recursive way level by level starting from the constant nodes at level $(n + 1)$ up to the root node at level 1.

3. For $i = n$ to 1, process the nodes and cross points in the DD by using the rule

$$q_{i,k}(w_i) = r_{w_i}g_i^{-1} \sum_{j=0}^{g_i-1} q_{i+1,j} R_{w_i}(x_j^{-1}), \quad k = 0, \ldots, Q_i - 1,$$

(8)

$$w_i = 0, \ldots, K_i - 1,$$

easily derived form the matrix factorization of $[R]^{-1}$.

End of procedure.

Note that for $i = n$, $g_{i+1,j}$ takes the value of the constant node where the $j$-th outgoing edge of the corresponding node points to. Expressed in programming pseudo code, the procedure is shown in Fig. 2.

It should be pointed out that there are no matrix computations. Moreover, all calculations are performed as vector operations in the computation of Fourier coefficients through this procedure, which ensures its efficiency. The matrix-valued vector determined in $q_1$ is the Fourier spectrum of $f$. 
The procedure is probably best explained through an example using the matrix notation.

Example 4. The Fourier spectrum of $f$ in Example 1 is calculated using the proposed procedure as follows.

1. The non-terminal nodes $q_{3,0}, q_{3,1}, q_{3,3}$ and the cross point $q_{3,2}$ are processed first using matrix $[S_3]$ in $[R]^{-1}$. The input data for the procedure are the values of constant nodes. Thus, the following is determined

$$ q_{3,0} = \begin{bmatrix} 7 \\ 3 \\ 10 \\ 4 \\ 7 \\ 2 \end{bmatrix}, \quad q_{3,1} = \begin{bmatrix} 8 \\ 8 \\ 4 \\ 0 \\ 0 \\ 4 \end{bmatrix}, $$

$$ q_{3,2} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad q_{3,3} = \begin{bmatrix} 5 \\ 7 \\ 7 \\ 0 \\ 0 \\ 4 \end{bmatrix}. $$

2. The non-terminal nodes $q_{2,0}, q_{2,1}$ are processed using $W$. The following is determined

$$ q_{2,0} = 6 \left( \begin{bmatrix} 7 \\ 3 \\ 10 \\ 4 \\ 7 \\ 2 \end{bmatrix} + \begin{bmatrix} 8 \\ 8 \\ 4 \\ 0 \\ 0 \\ 4 \end{bmatrix} \right) \otimes \left( \begin{bmatrix} 7 \\ 3 \\ 10 \\ 4 \\ 7 \\ 2 \end{bmatrix} + 10 \begin{bmatrix} 8 \\ 8 \\ 4 \\ 0 \\ 0 \\ 4 \end{bmatrix} \right), $$

$$ q_{2,1} = 6 \left( \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 5 \\ 7 \\ 7 \\ 0 \\ 0 \\ 4 \end{bmatrix} \right) \otimes \left( \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} + 10 \begin{bmatrix} 5 \\ 7 \\ 7 \\ 0 \\ 0 \\ 4 \end{bmatrix} \right). $$
3. The root node is processed using $W$. The following is determined

$$q_1 = 6 \left( \begin{bmatrix}
2 \\
0 \\
7 & 2 \\
9 & 3 \\
3 & 2 \\
9 & 10 \\
\end{bmatrix}^5 + \begin{bmatrix}
3 \\
9 \\
9 & 0 \\
0 & 2 \\
2 & 0 \\
0 & 9 \\
\end{bmatrix} \right) \circ
$$

$$\circ 6 \left( \begin{bmatrix}
2 \\
0 \\
7 & 2 \\
9 & 3 \\
3 & 2 \\
9 & 10 \\
\end{bmatrix}^5 + 10 \begin{bmatrix}
3 \\
9 \\
9 & 0 \\
0 & 2 \\
2 & 0 \\
0 & 9 \\
\end{bmatrix} \right).$$

Thus, the Fourier spectrum of $f$ is equal to the matrix-valued vector determined in $q_1$ and it is equal to that calculated by definition in Example 1.

Thanks to its recursive structure, the calculation procedure as well as the calculated Fourier spectrum can be represented by decision diagrams. The corresponding DDs differ from those used to represent $f$ in the same way that the FFT algorithms on Abelian groups differ from FFT on non-Abelian groups [18]. DDs representing the Fourier spectrum of functions on finite non-Abelian groups are matrix-valued, since the values of constant nodes are Fourier coefficients. The number of outgoing edges of nodes at the $i$-th level are determined by the cardinality $K_i$ of the dual object $\Gamma_i$ of $G_i$.

The efficiency of the DD representation of $f$ depends on the number of different values $f$ can take. In the same way, the efficiency of DDs representation of the Fourier spectrum of $f$ depends on the number of different Fourier coefficients. In this way, it depends indirectly on the number of different values of $f$.

6. CLOSING REMARKS

There are at least two reasons to extend the fast calculation algorithms for the Fourier transform to functions on finite non-Abelian groups:
1. There are signals in reality that are naturally modelled by functions on finite non-Abelian groups. Examples of such problems are reviewed in [9], [10], [24].

2. In some applications, the use of non-Abelian groups offers considerable advantages compared to the Abelian groups [11], [15].

Unlike FFT, the procedure presented in this paper does not require storage of the complete vector representing values of $f$ and, thus, permits the Fourier processing of functions on large finite non-Abelian groups. In that way, it removes the complexity of calculation as a limiting factor for applications of the Fourier transform on finite non-Abelian groups.
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